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ABSTRACT 

The primary objective of this research was to develop a landscape-oriented, 

process-based approach that can enhance understanding and prediction of SOC fluxes in 

IMLs by incorporating the key mechanisms impacting soil carbon dynamics when moving 

from the soilscape to the landscape.  The mechanisms that are considered to be the focus 

of this study are redistribution of SOC due to erosion and deposition without neglecting 

the importance of litter incorporation into the soil column, decomposition due to microbial 

activity, and physical and chemical stabilization of carbon.  To accomplish this objective, 

field experiments were performed to examine how selective entrainment of different soil 

size fractions, quantified through the enrichment ratio (ER), varies with management and 

hillslope position. Differential modes in soil mobilization between rill and interrill areas 

were either elevated or dampened depending on the prevalent management practice, the 

gradient of the site and landscape position.  Sites where sediment and runoff fluxes were 

highest were found to have lower ER values (around unity) due to the mobilization of all 

size classes making static and dynamic samples almost identical.   

The size fractions analyzed in these experiments were found to have varying levels 

of carbon associated with them, especially the larger aggregates, which encapsulate organic 

material.  Neglecting them in transport estimates could lead to large errors in predicted 

fluxes of SOC. For this reason, a careful attention was placed on identifying how aggregate 

stability varies with respect to management and hillslope position, through controlled 

experiments looking size distributions to reflect tillage disturbance and aggregate stability 

to assess resistance to rainsplash.  
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Lastly, a landscape-oriented modeling framework was developed that captures not 

only the SOC spatial heterogeneity in IMLs but also determines the impacts that 

redistribution has on this heterogeneity and ultimately on SOC dynamics.  The integrative 

modeling framework considers the collective effects of both rainsplash/rainfall- and 

tillage-induced erosion on SOC redistribution in IMLs through an ER-module developed 

and woven within this framework to connect an upland erosion model with a soil 

biogeochemical model.  It provides not only size fraction updates to the active layer and 

ER values, but also explicitly considers the effects of splash-driven interrill erosion on 

those ER estimates.   

The model was applied to twentieth-century changes in SOC across a representative 

agricultural hillslope in the study watershed and compared to recent SOC data. The 

chronosequence in SOC storage within the erosional zone revealed that soils were 

continually depleted of the rich organic matter long after the 1930’s “Dust bowl” due to 

enhanced erosion that accompanied agricultural practices.  However, conservation tillage 

and enhanced crop production that began in the late 1980’s reversed the downward trend 

in SOC losses, causing nearly 26% of the lost SOC to be regained.  Results from this study 

can be used to aid policy and decision makers in developing a food-system that accounts 

for the co-evolution of human and natural activity, to develop sustainable agro-ecosystems 

through the use of data supported recommended best management practices.   
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PUBLIC ABSTRACT 

Most available biogeochemical models focus within a soil column and cannot 

simulate the redistribution of soil organic carbon (SOC) across the landscape, thereby 

causing unintended errors in carbon budgets. These soil-column models originated 

primarily within grasslands and forests, which focus primarily on processes in the vertical 

(i.e., production and decay), but neglect downslope contributions of material, which can 

have huge implications on soil-water-carbon interactions, especially within intensely 

managed landscapes (IMLs).  Therefore, to accurately simulate SOC dynamics in IMLs it 

is necessary to account for a series of mechanistic processes related to the collective 

erosion effects from rainsplash/runoff and tillage-induced erosion on biogeochemical 

cycling, which have not been studied in detail before.   

The goal of this research is to provide spatiotemporal predictions of SOC 

stocks at the hillslope scale, within a representative study watershed in Iowa, that account 

for erosion and deposition of material.  An ER module was merged with a watershed 

erosion model and organic matter cycling model to build new functionality, allowing the 

simulation of the transport of light organic matter across the topographic gradient, while 

considering changes in runoff, residue, tillage, and roughness on SOC redistribution and 

storage. The model was applied to twentieth-century changes in SOC across a 

representative agricultural hillslope in the study watershed and compared to recent SOC 

data. The chronosequence in SOC storage revealed that conservation practices and 

enhanced crop production that began in the late 1980’s reversed the downward trend in 

SOC losses.   
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CHAPTER 1. INTRODUCTION 

Developing a more complete understanding of the mechanisms impacting soil 

organic carbon (SOC) dynamics within intensively managed landscapes (IMLs) remains 

a key scientific challenge to providing accurate estimates of carbon storage potential in 

the soil column using a budget approach.  Much of the pioneering ground work on SOC 

dynamics has been conducted in well-established and stable systems, such as forests or 

grasslands.  These systems are often treated as soilscapes, defined here as homogenous 

soil units that were formed under same environmental factors and experience the same 

management [Lagacherie et al., 2001].  In fact, many current biogeochemical models 

have been developed based on studies in these stable (almost static) ecosystems [Parton 

et al., 1987; Smith et al., 1997].  However, IMLs when compared to these pseudo-

equilibrated systems are highly dynamic due in part to (1) anthropogenic perturbations, 

such as tillage that breaks apart the aggregated soil structure; and (2) seasonal vegetative 

cover, which in conjunction with the tillage leaves the soil exposed at times thereby 

making it vulnerable to the effects of rainsplash and runoff [Van Oost et al., 2000; 

Papanicolaou et al., 2015].  As a result, water, soil, organic matter and biomass are 

mobilized and then transported downslope.  These constituents are deposited along flow 

pathways leading to high heterogeneity of biogeochemical properties across the 

landscape, both in space and time.  

Due to this heterogeneity, the soilscape-based models used for simulating SOC 

fluxes, which were developed in well-established grassland or forested systems, most 

likely lack the mechanistic capabilities to simulate the dynamic processes occurring 

within IMLs.  This negligence can potentially propagate to significant errors in carbon 
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budgets that may even cover up the benefits of certain conservation practices.  Therefore, 

the primary goal of this dissertation study is to develop a landscape-oriented, process-

based approach that can simulate SOC fluxes in IMLs by incorporating the key 

mechanisms impacting soil carbon dynamics that become apparent when moving from 

the soilscape to the landscape.  The mechanisms most pertinent to this study are erosion 

and deposition.   

1.1 Research Approach and Structure of the Dissertation 

The study site selected to help accomplish the above goal is the Clear Creek 

watershed, located in southeastern Iowa.  This area, like much of the U.S. Midwest, has 

been converted from intrinsic prairie conditions to a leading corn and soybean producer.  

Moreover, this watershed is representative of the U.S. Midwest in terms of soils, 

management, making this an ideal study location [Papanicolaou et al., 2015]. 

Clear Creek is part of the Intensively Managed Landscapes - Critical Zone 

Observatory, which is funded by the National Science Foundation 

(http://criticalzone.org/iml).  The site, through its involvement in the Critical Zone 

network, offers extensive geospatial, chemical, and eco-hydrological databases, as well as 

a detailed history of local land uses and management practices [e.g., Abaci and 

Papanicolaou, 2009; Papanicolaou et al., 2015], which were utilized in this study.   

Through this study and using the Clear Creek site as an example, a landscape-

oriented, process-based approach is developed for assessing SOC dynamics in IMLs.  

This dissertation, which discusses the approach, is designed in the following manner.  

Chapter 2 provides a detailed summary of the key mechanisms impacting SOC in IMLs, 

focusing primarily on the redistribution mechanisms of erosion and deposition which 
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have been neglected or (at best) over-simplified in many numerical studies.  This chapter 

also presents the topics of selective size fraction mobilization, aggregate stability, and the 

enrichment ratio, which are central to discussing SOC mobilization and transport in 

IMLs.  

Chapters 3 and 4 provide a summary of the field and experimental data collected 

throughout this study in Clear Creek.  Chapter 3 focuses on the methodological 

development and results of rainfall plot simulations to understand and quantify better 

enrichment ratios under a variety of management practices and hillslope locations. 

Chapter 4 presents the development and conduction of systematic tests to assess soil 

aggregate dynamics by examining the effects that raindrop impact has on stability and the 

role that management and hillslope position have on aggregate size distributions.  

Chapter 5 provides details on the numerical modeling framework developed to 

simulate SOC redistribution (mobilization, transport, and deposition) in IMLs.  This 

chapter first discusses the selection of models and the development and formulation of an 

enrichment ratio (ER) module to simulate selective size fraction mobilization and 

corresponding enrichment.  Next, the implementation of the framework using a 

representative hillslope in Clear Creek is considered as a case study to assess changes in 

SOC stocks due to redistribution processes impacted through a detailed time series of 

historic local management and climatic conditions.  

Chapter 6 is the conclusion.  It offers a synthesis of the key findings uncovered 

during the field experiments and integrative modeling.  The last part of this chapter 

discusses some of the limitations encountered with proposed methods and 

recommendations for future research in this area.   
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To help along the journey through this dissertation, a summary “road map” 

highlighting the key waypoints of this study, as well as the specific research goals, is 

provided in Figure 1.1. 

Figure 1.1 Goals and dissertation chapters 

Goal 1: Identify the dominant mechanisms 

impacting soil carbon dynamics in IMLs 

and how they vary in space and time 

Goal 2: Understand how management and hillslope 

position affect the selective entrainment of soil size 

fractions and their corresponding carbon content to 

provide enrichment ratios 

Goal 3: Understand the role of soil 

aggregates on carbon storage and how 

aggregate stability is related to both 

management and hillslope position

Chapter 3 

Goal 4: Develop a landscape-oriented 

modeling framework to capture SOC 

spatial heterogeneity in IMLs 

Goal 5: Use the developed modeling 

framework to determine the impacts that 

redistribution has on SOC dynamics 
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CHAPTER 2. SOIL ORGANIC CARBON MECHANISMS IN IMLs 

2.1 Limitations of the “Soilscape Approach” to Simulate SOC Dynamics 

Soil organic carbon (SOC) is an important constituent of the Earth’s fabric 

derived from the breakdown of above-ground plant residue, rhizomes, and root exudates 

[Lal, 2011].  Enhancing SOC storage potential in intensively managed landscapes (IMLs) 

is vital for sustaining soil health and crop productivity [Andrews et al., 2002; Sperow et 

al., 2003; Cambardella et al., 2004; Lal, 2011], as well as for mitigating rising carbon 

dioxide (CO2) levels in the atmosphere [Houghton, 2008; Kuhn et al., 2009; Ogle et al., 

2010; Hatfield and Parkin, 2012].  IMLs, like Clear Creek, IA in the U.S. Midwest, are 

said to have some of the highest potential to store carbon, if the appropriate (i.e., 

conservation) land management practices are implemented [e.g., Sperow et al., 2003].   

Due to this importance of IMLs for storing carbon, much research has been 

devoted over the past decades to understanding the key biogeochemical processes 

impacting SOC dynamics and storage [e.g., Paustian et al., 1992; Gregorich et al., 1998; 

Richter et al., 1999; Metting et al., 1999; Lal, 2004; Jacinthe et al., 2009; Kuhn et al., 

2009; Li et al., 2012; Navas et al., 2012; Zhang et al., 2013].  But despite considerable 

advances in knowledge regarding SOC process, the majority of these studies have been 

conducted in well-established, pseudo-equilibrated systems, such as forests or grasslands, 

rather than in continuously disturbed IMLs [e.g., Li et al., 1997; Yoo et al., 2005; Parton 

et al., 2007].  Furthermore, these studies have been, for the most part, geospatially limited 

to the soilscape, which is a homogenous soil parcel formed under similar topographic, 

management or climatic factors [McBratney et al., 2003; Mangan et al., 2004; Jan van 

Groenigen et al., 2011].   
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Many of the biogeochemical models that adopt a soilscape approach do a 

reasonable job of simulating processes in a soil column that act mostly in the vertical 

direction, like the decomposition and stabilization of organic material [Kelly at al., 1997; 

Paustian et al., 2002; Leite et al., 2004; Bricklemyer et al., 2007; Wilson et al., 2009; 

Bortolon et al., 2011; Ogle et al., 2012; Smith et al., 2012; Alvaro-Fuentes et al., 2012; 

Vaccari et al., 2012].  However, the soilscape approach, due to its spatially-limited and 

homogenous, control volume, inherently lacks the mechanistic capacity to simulate 

landscape processes, specifically the redistribution (i.e., mobilization, transport and 

deposition) of SOC [Papanicolaou et al., 2015]. 

The limitations of the soilscape approach become apparent when looking at the 

differences between well-established grassland systems and IMLs in the context of SOC.  

First off, IMLs lack permanent surface cover.  Periodically, the soil surface is left 

exposed and vulnerable to rainsplash, and freeze-thaw cycles, which weaken the soil 

structure [Morgan and Rickson, 1995; Gyssels and Poesen, 2002].  Additionally, tillage 

in IMLs fracture the soil structure, breaking apart soil aggregates, and thereby facilitating 

the entrainment of the finer grain soil and lighter SOC by runoff [Tisdall and Oades, 

1982; Kuhn et al., 2009; Van Oost et al., 2009; Papanicolaou et al., 2009].  Here the 

absence of cover allows runoff velocities to increase, which in turn increases its 

entrainment potential [e.g., Yalin, 1963].  These natural and human-induced mechanisms, 

make it easier for soil, residue, and the associated SOC to move about the landscape, 

augmenting the heterogeneity in SOC stocks both within a field and across different 

fields. 
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Figure 2.1 Heterogeneity of an IML [Papanicolaou et al., 2015] 

The mosaic of landscape processes and features found within an IML that 

facilitate redistribution of SOC across the landscape and enhance its heterogeneity of 

SOC is shown in Figure 2.1.  The figure highlights the processes which shape the 

heterogeneity found across the landscape.   

Topography, downslope curvature (concave vs. convex), and roughness are major 

influences on the redistribution of SOC [Moore and Burch, 1986; Van Oost et al., 2000; 

Rieke-Zapp and Nearing, 2005], as they shape the different flow pathways, in which the 

SOC travels across the landscape.  These pathways include the formation of rill/gully 

networks at the hillslope or watershed scale [e.g., Davidson and Ackerman, 1993; 

Hollinger et al., 2005; Dobermann et al., 2006; Blanco-Canqui and Lal, 2008].   

The flow pathways control the energy of the entraining runoff.  On one hand, the 

flow concentrates and accelerates; however, these pathways can also have localized 
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storage areas causing large resting times and diminishing the likelihood of mobilization 

[Stallard, 1998; Campbell et al., 1998; Kuhn et al., 2009].  These topographical and 

roughness features that shape the flow pathways in a field, as well as the processes 

occurring in them have not been systematically examined in IMLs at the landscape level 

[Papanicolaou et al., 2016]; however, it is known the these flow pathways play a 

significant role in shaping the degree of spatial heterogeneity and temporal variability of 

soil properties, biomass, and SOC stocks in a landscape [Dermisis et al., 2010; 

Papanicolaou et al., 2010].  

Therefore, without considering downslope and lateral flow pathways and the 

associated mechanisms that transport and redistribute soil, biomass, and SOC, predictions 

of the SOC storage potential can be either over or underestimated on the seasonal or crop 

rotational scale [Gregorich et al., 1998; Harden et al., 1999; Li et al., 2001].  In fact, 

using a soilscape approach to determine carbon budgets for a given ecosystem, especially 

IMLs, may lead to large error propagations or even conceal the benefits that certain 

conservation practices may have on highly erosive landscapes [Canadell et al., 2011].   

To help circumvent the limitations of the soilscape, an IML can be discretized 

into a sequence of individual soilscapes (Figure 2.2) that are connected through the 

preferential pathways for flow and other constituents in the downslope.  For example, the 

ith soilscape (shaded red square) receives material from the upslope soilscape (i-1), and 

supplies material to the downslope soilscape (i+1).  This “landscape-oriented” approach 

is needed to set the boundary conditions for the vertical soilscape processes, as the 

lateral/ downslope landscape processes directly affect the stocks of carbon at a location 

[e.g. Billings et al., 2010; Papanicolaou et al., 2015].  Therefore to develop carbon budget 
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for hillslopes, watersheds or drainage networks within IMLs, an interconnected approach 

is needed of both vertical process and the lateral processes, which is the goal of this 

dissertation.  

Below is a summary of the vertical and lateral processes that were considered in 

developing this coupled approach.  Yet the centerpiece of this dissertation is the 

redistribution mechanisms, namely erosion and deposition.  

Figure 2.2 Connectivity of soilscapes 

2.2 Soil Organic Carbon Mechanisms within IMLs 

Within the top 20 cm of soil, or soil active layer of IMLs, SOC stocks are driven 

by four key mechanisms [Schlesinger, 1990; Chapman, 2010], which are shown in Figure 

2.1.  Changes in SOC stocks over time can be estimated using a mass balance relation 

consisting of these mechanisms: 

ΔS𝑂𝐶 

Δ𝑡
 = {

𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 
𝑆𝑂𝐶 𝑎𝑡 

𝑒𝑟𝑜𝑠𝑖𝑜𝑛 𝑠𝑖𝑡𝑒

} + {
𝑏𝑢𝑟𝑖𝑎𝑙 𝑜𝑓 

𝑛𝑜𝑛 −
𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑒𝑑 𝑂𝐶

} + {
𝑟𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 

𝑛𝑜𝑛 −
𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑒𝑑 𝑂𝐶

} + {

𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 
𝑂𝐶 − 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 

𝑐𝑜𝑚𝑝𝑙𝑒𝑥
}    [Eq.1.1] 

where, mechanism M1 represents the amount of SOC lost or gained from the active 

layer due to redistribution (i.e., erosion and deposition); M2 is the amount of litterfall 

Mechanism:       M1      M2      M3      M4 
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incorporated into the soil active layer through tillage events; M3 is the amount of carbon 

lost from the soil column via microbial decomposition and heterotrophic respiration; and 

M4 is the amount of carbon stabilized into more recalcitrant forms of SOC, which 

includes both chemical stabilization and physical stabilization in aggregates. 

Mechanisms M1 (SOC redistribution) and M2 (litter incorporation) are high 

amplitude, low-frequency processes.  Essentially they are episodic, resulting from higher 

intensity storm events and scheduled tillage events.  M3 (respiration) is a continuous (i.e., 

high frequency) process, though, that experiences high amplitude episodic fluctuations 

due to discrete tillage and fertilizer events.  It is heavily influenced through microclimatic 

conditions.  Mechanism M4 (stabilization) is a high-frequency but low amplitude 

process, resulting from biogeochemical cycling in the soil and is a function of the carbon 

residence times.  

The seasonal scale best captures the changes in all mechanisms, M1-M4, as it 

incorporates plant growth cycles, management schedules (planting, cultivation, 

harvesting), and the variability of soil microclimates, but the approach herein is not 

necessarily limited to the seasonal time scale.  Below is a description of the four 

mechanisms.  The redistribution mechanism though will be discussed last as it is the most 

pertinent to this study. 

2.2.1 Litter Incorporation (M2) 

Litter or crop residue is a collection of the dead plant material (e.g., stems, leaves) 

left after harvest.  The total available amounts of litter and its surface coverage across the 

landscape is dependent on the productivity of the field, crop choice, and associated 

litterfall rates, as well as the harvest index [Raich and Tufekcioglu, 1999; Larson et al., 
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1999].  In corn or soybean fields, harvesting removes the grain portions from the field 

leaving a relatively uniform distribution of litter across the soil surface [Allmaras et al., 

2006].  But based on the timing and tillage intensity performed afterwards, in conjunction 

with the seasonal patterns of rainfall, the amount and distribution of residue will change 

as patches develop [Thompson and Katul, 2009].  This patchiness directly affects the 

amounts of litter stock that are transferred (incorporated) vertically within the soil column 

[Tonneijck and Jongmans, 2008], as well as redistribution of surface SOC through 

erosion and deposition [Abaci and Papanicolaou, 2009].    

2.2.2 Soil Respiration (M3) 

The decomposition of organic material is mediated through microbial activity 

[Parkin et al., 2005; Ryan and Law, 2009].  During this process, a limited portion of 

organic material is stabilized into more recalcitrant forms, while the majority of carbon is 

expelled from the soil as carbon dioxide through heterotrophic respiration [Richardson et 

al. 2006].  Heterotrophic respiration is a continuous process throughout the year, but peak 

rates occur during the summer months, when soil moisture and temperature levels are 

optimal for microbial activity [Hatfield and Parkin, 2012]. The rates of heterotrophic 

respiration are also sensitive to soil texture, microbial biomass populations, and nitrogen 

availability [Richardson et al., 2006; Wilson and Al-Kaisi, 2008].   

Additionally, management practices have been shown to influence soil 

respiration, specifically through tillage events, which break apart soil aggregates, thereby 

exposing the protected, but labile forms of carbon to microbial uptake processes.  Studies 

have reported an order of magnitude increase in soil respiration that lasts for weeks after 

a tillage operation [e.g., Reicosky and Lindstrom, 1993; Hatfield et al., 2006].  
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2.2.3 Stabilization (M4) 

SOC can be categorized into different pools based on its residence time in the soil 

[Burke, 2007].  Carbon exists in both a labile form, which is broken down more readily 

for uptake by the microbes and plants, as well as the more recalcitrant forms of carbon, 

which are broken down more slowly and hence it is the more abundant form in the soil.  

Turnover times of these conceptual carbon pools reportedly range from a few months for 

the more labile or active, to decades and centuries for the decades for the slower, more 

recalcitrant forms [Paustian et al., 2002; Parkin et al., 2007]. 

Stabilization of the SOC from the labile form to the recalcitrant forms occurs 

within the active layer and is treated as a continuous process.  The stabilization processes 

include not only chemical stabilization of labile SOC from root exudates, residue 

leachates and the decayed portions of incorporated residue and roots, but also the 

physical stabilization as these byproducts are locked inside soil aggregates [Six et al., 

2002; Olchin et al., 2008].  

In terms of management, the labile pool is controlled by plant and microbial 

activity, which was shown in the previous sections as being influenced by tillage.  Tillage 

not brings fresh litter in contact with the microbes, it also breaks apart the aggregates 

exposing the carbon inside.  In terms of the more recalcitrant stocks, erosion/ deposition 

is the primary control.  Large erosion events can remove en masse large amounts during a 

single event [Wilson et al., 2016] 

2.2.4 Soil Organic Carbon Redistribution (M1) 

SOC redistribution on the landscape surface is the focus of this dissertation since 

it is often neglected in many biogeochemical models, especially those that look at only 
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the soilscape.  The erosion process begins with the disassociation of soil aggregates either 

through rain drop impacts or tillage.  In terms of rainsplash, the kinetic energy of the 

raindrop is transferred to the soil surface, breaking down soil aggregates and dislodging 

soil grains from interrill areas [Julien and Simmons, 1985; Tayfur and Kavvas, 1994].  

The finer soils and less dense organic matter are then transported to rill and gully 

networks via sheet flow [Foster et al., 2007].  Soil roughness and vegetative cover have 

been found to be restrictive of certain size fractions of material entering the rill/gully for 

a given rainfall event [Papanicolaou et al., 2010]. 

Once within the rill or gully, mobilization of finer soil particles and associated 

SOC occurs when the applied shear stress of the runoff exceeds the critical erosion 

strength of the soil [Papanicolaou, 1997; Poesen et al., 2003; Papanicolaou et al., 2010].  

The shear stress acting upon the soil is governed by gradient, rill/gully width, and 

roughness [Foster, 1982], while the resistance offered by the soil is product of its physical 

(texture, structure) and chemical composition (organic matter content, pH, cation 

exchange capacity) [e.g. Sutarto et al. 2014].   

The rill/gully can behave as both a conveyor and source of material, depending on 

the transport capacity of the flow, defined here as a specific system’s ability to carry and 

deposit excess material under a wide range of storm events [Yalin, 1977; Foster et al., 

1995; Mancilla, 2004]. If the transport capacity of the flow is not exceed by the current 

flux of entrained sediment and incipient conditions are exceeded, then incision (erosion) 

of the rill/gully can occur.  Conversely, if the flux of transported sediment exceeds the 

transport capacity, then deposition occurs [Flanagan and Nearing, 2000].    
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 2.2.4.1 Enrichment Ratio 

Selective entrainment of the lighter size fractions affects the enrichment ratio 

(ER), which is a unique measure of change in available SOC through the enrichment or 

depletion of the finer size fraction of organic rich soils [Palis et al., 1990; Wang et al., 

2013; Papanicolaou et al., 2015].  However, many biogeochemical models do not 

adequately incorporate the effects of selective entrainment and deposition of the finer size 

fraction of organic rich soils by the flow [Van Oost et al., 2005; Dlugoß et al., 2010, 

2012].  The ER is often assumed to be equal to unity [Teixeira and Misra, 1997] or to 

obtain a constant value greater than unity.  On the contrary, it is anticipated that the range 

of ER values may vary depending on hillslope location and the magnitude of the 

hydrologic event [Kuhn et al., 2009; Thompson et al., 2010; Hu et al., 2013].  Since 

Enrichment ratio values have been reportedly used to convert soil loss through erosion 

events into SOC losses [e.g., Jacinthe et al., 2004; Papanicolaou et al., 2009; Wilson et 

al., 2009], its oversimplification can lead to an overestimation of the SOC displaced 

[Papanicolaou et al., 2015]. 

The capacity of a particle to bind soil carbon has been shown to be proportional to 

the particles surface area [Palis et al., 1997; Wang et al., 2013], where finer particles 

(e.g., clay) have larger specific surface areas.  In addition soil aggregates, which 

encapsulate organic material, have been shown to have higher carbon content then bulk 

soil characteristics [e.g., Tisdall and Oades, 1982; Six et al., 2002]. Therefore, to provide 

accurate fluxes of carbon via redistribution processes, it is essential to have information 

regarding the fractions of material and enrichment being transported along the 

downslope. Studies have estimated ER values either through concentration differences 
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between the sediment and soil [Quinton et al., 2006; Kuhn, 2007; Zheng et al., 2012] or 

through textural variations (Papanicolaou et al., 2015):   

ER =
Csed

Csoil
or 

SSAsed

SSAsoil
[Eq.2.1] 

where Csed is the carbon content of the eroded sediment; Csoil is the carbon content of the 

in situ soil; SSAsed is the specific surface area of eroded sediment; and SSAsoil is the specific 

surface area of the in situ soil. 

High-intensity storms can mobilize and transport larger size fractions and 

aggregates, which is reflected in lower ER values [Abaci and Papanicolaou, 2009; Jacinthe 

et al., 2009; Papanicolaou et al., 2015].  It has been reported that ER values commonly vary 

due to soil types and the timing and magnitude of erosion events [Palis et al., 1990], making 

the ER a dynamic parameter especially in intensely managed agricultural landscapes.   

2.2.4.2 Soil Aggregate Dynamics 

The size distribution of soil aggregates and their “ stability”, defined here as the 

ability to retain their volumetric structure or arrangement of solids and pores [Diaz-Zorita 

et al., 2002], have been widely used as proxy measures reflecting the role of management 

practices on soil structure and health [Kemper and Rosenau, 1986; Bronick and Lal, 

2005; Idowu et al., 2008; Pulido Moncada et al., 2013], as well as the resistance to soil 

erosion [Farmer, 1973; Farres, 1980; Coote et al., 1988; Shouse et al., 1990; Bryan, 

2000].  Moreover, the manner in which an aggregate breaks down can dictate the size 

fractions of the material that is mobilized [Polyakov and Lal, 2004; Wang et al., 2015], 

and hence the redistribution of organic matter [Hu et al., 2013; Papanicolaou et al., 2015].  

Following the Oades and Waters [1991] hierarchical classification of soil aggregates, 

which consists of microaggregates (0.053-0.250mm), small macroaggregates (0.25-
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2.0mm), and large macroaggregates (2.0-5.0mm), it is the small macroaggregates that 

have been found to be most reflective of changes in management practices [Beare et al., 

1994a,b; Franzluebbers and Arshad, 1997; Amezketa, 1999; Blanco-Canqui and Lal, 

2004; Moebius et al., 2007].    

Figure 2.3 Conceptual model of aggregate formation within intensely managed landscapes.  

Figure modified from Six [2000]. 

Potential mechanisms in the soil column to store carbon include stabilization, 

either chemically in organic-clay complexes [Sorenson, 1972; Hassink, 1997] or 

physically within aggregates [Tisdall and Oades, 1982; Olchin et al., 2008].  But in 

intensely managed landscapes (IMLs), conventional management practices have been 

shown to negatively influence soil aggregate dynamics (Figure 2.3), both directly through 

“defragmentation” of aggregates and indirectly through alteration of physical, pedologic, 

and biogeochemical factors within the soil, such as organic matter, soil microclimate, and 

pH [e.g., Six et al., 2000; Olchin et al., 2008; Kara and Baykara, 2014; Papanicolaou et 

al., 2015].  Furthermore, tillage, in conjunction with rainsplash/runoff erosion, induces 
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along a hillslope higher spatial heterogeneity and temporal variability in aggregate 

characteristics, such as size distribution and stability, relative to more established and 

stable grassland systems [Van Oost et al., 2000; Rieke-Zapp and Nearing, 2005; Kuhn et 

al., 2009; Abaci and Papanicolaou, 2009; Stavi and Lal, 2011]. 
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CHAPTER 3. ENRICHMENT RATIO EXPERIMENTS 

3.1 Experimental Design and Reasoning  

Chapter 2 of this dissertation highlighted the need for developing a landscape 

oriented approach to capture the spatial heterogeneity and temporal variability of SOC 

stocks within IMLs, which has been enhanced by redistribution from rainsplash/runoff 

erosion.  To provide estimates of SOC fluxes transported along a downslope due to 

rainsplash/runoff erosion, it is essential to know not only how much material is eroded 

but also which fractions are mobilized, respective to the carbon composition, and how 

this selective transport enriches the eroded material.  To address these fundamental 

questions, as well as to understand better the role that management and landscape 

position have on enrichment ratio (ER) dynamics within IMLs, a series of rainfall 

simulation experiments were conducted to capture runoff, sediment, and carbon fluxes 

from experimental plots, which were analyzed for their size fraction availability and 

carbon contents. These experiments not only promote our fundamental understanding of 

the dynamics of top soil SOC redistribution but also provide some guidance about 

aggregate proxy measures such as aggregate size distribution and stability (Chapter 4), as 

well as help us identify the key processes that affect the differential modes of soil erosion 

including aggregate mobilization.  The latter information is lacking and is used here to 

provide crucial data for developing an improved ER modulation that can simulate 

selective size fraction mobilization and active layer updates to more accurately simulate 

changes in SOC stocks by incorporating the aforementioned landscape processes 

(Chapter 5).  
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3.1.1 Study Site Selection   

As mentioned in Chapter 1, this study is conducted in southeastern Iowa, within 

the 270-km2 Clear Creek watershed, which is part of the Intensely Managed Landscapes 

Critical Zone Observatory network (http://criticalzone.org/iml/about).  Clear Creek can 

be divided into three distinct zones: (i) an upland, eroding zone with steep slopes that is 

located in the headwaters; (ii) a transfer zone where the stream begins to widen due to 

higher lateral contributions; and (iii) a lowland, depositional zone where the system 

begins to dissipate and gradients flatten out [Figure 3.1].   

Mollisols and Alfisols are the dominant soil orders found in the watershed and the 

most common soil associations are the Tama-Downs, Fayette-Downs, and Colo-Nevin-

Nodaway associations (Dideriksen et al. 2007).  Tama-Downs and Fayette-Downs soils 

are both upland associations that are well drained, while the Colo-Nevin-Nodaway soils 

are formed in either stream terraces or flood plains and the drainage class ranges from 

poorly drained to moderately well drained (Highland and Dideriksen 1967).  Moving 

downstream, the dominant soil texture changes from silty clay loam in the headwaters to 

a silt loam near the mouth of Clear Creek.  

Daily temperatures reach an average high of 30°C in July, while daily low 

temperatures drop to -10°C in February.  Average annual precipitation is approximately 

880 mm/year with convective thunderstorms prominent in late spring and summer and 

snowfall in the winter [Iowa Environmental Mesonet, 2015]. 
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Figure 3.1 Clear Creek watershed 

A total of 4 study sites were selected within Clear Creek where the ER rainfall 

simulation experiments were performed.  Sites were selected to be representative of 

hillslope gradient, curvature, texture, and management practices, which included corn-

soybean rotations under conservation tillage, as well as a restored grassland prairie.  

Study sites under agriculture (i.e., Sites Z1-P1; Z1-P3; Z1-P4) consisted of a 3-yr crop 

rotation of corn-corn-soybeans (C-C-B), with anhydrous fertilizer applications being 

applied in late fall followed by conservation, reduced, ridge tillage in the spring before 

the corn planting.  The grassland site (Z2-P2) is a restored prairie, with a 5-yr burn 

frequency.  It has been out of ag-production for over two decades.   
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Within each study field, hillslope flow pathways were first identified using 

geospatial analysis to determine experimental locations along a downslope and ensure 

connectivity between hillslope elements.  Site Z1-P1 is located at a midslope section 

(6.5% gradient) with contour ridge tillage oriented perpendicular to flow pathways.  Site 

Z1-P3 is also located at a midslope (8.4% gradient), with light contour tillage oriented 

parallel to flow pathways.  Site Z1-P4 is located at the toeslope section (2.5% gradient).  

It is downslope of Site Z1-P1.  Site Z2-P2 is found within a midslope section with a 

gradient of 15.4%.  A summary of experimental conditions of the plots is provided in 

Table 3.1.  Figure 3.2 provides a snapshot of each of the study sites.  

Table 3.1 Enrichment ratio experiment study site characteristics 

Parameter Site Z1-P1 Site Z1-P3 Site Z1-P4 Z2-P2 

Management Contour, reduced 
strip tillage. Plot 

oriented  

perpendicular to 
flow pathways 

Reduced strip 
tillage.  Rows 

perpendicular to 

flow direction 

Contour reduced 
tillage. Rainfall 

simulators oriented 

parallel to rows.   

Restored prairie 
grassland 

Hillslope Location Midslope Midslope Toeslope Midslope 

Canopy Height (cm) 3 2.5 3 7 

Slope (%) 6.5 8.4 2.5 15.4 

Surface Cover Dense cover of corn 
litter within rows 

Medium cover of 
corn litter 

Sparse corn litter 
within rows 

Patchiness of 
vegetation, mixture of 

live and dead grasses 

Rainfall Intensity 
(mm/hr) 

60 60 60 60 

Topography Large oriented 

roughness and 

mallow soil from 
spring cultivation. 

Large oriented 

roughness and 

mallow soil from 
spring cultivation. 

Interrow provides 

preferential network 
for flow 

development 

Oriented roughness 

much less than 

upslope sections. 
The line of planted 

crops causes initial 

conduit for material 
to transport.   

Localized depression 

present in top section of 

the plot.   
 

Experiment Duration 150 min 
(3:10 to 5:40 pm) 

 

105mins 
(1:05-2:50pm) 

107mins 
(3:33 to 5:20pm) 

 

110mins 
(11:40 to 1:30pm) 

Key Features of the 
experiments 

-Water 
accumulation 

occurs in small 

depressions 
between rows.   

-A sequence of 

steps and pools 
formed as the 

network began to 

connect. 
-Splash erosion is 

the dominant 

process. 
 

-Runoff achieved 
almost immediately.  

-Large amounts of 

litter were 
transported (about 

60%) 

-Runoff achieved 
almost immediately.  

-Sparse litter 

transported during 
the test.  

-Looking upslope, 

the right hand row 
of corn had much 

higher flow than left 

row due to gradient.   
-Interrill areas 

appeared to feed 

rills.  

-Vegetation patches 
promoted depression 

storage.  
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Figure 3.2 Enrichment Ratio (ER) experimental study sites 

3.2 Enrichment Ratio Experiments: Methodological Considerations and Design 

The design of the enrichment ratio (ER) experimental work is presented below, 

focusing first on the construction of the experimental plots.  This is followed by a 

description of the sampling protocol, which discusses first the static sampling (in situ) 

performed before the rainfall was applied, followed by the dynamic sampling, which 

involved collecting the runoff and sediment fluxes while the rainfall was applied.  Lastly, 

the characteristics of each experimental plot are described.  

Z1-P1 

Z1-P4 

Z1-P3 

Z2-P2 
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3.2.1 Experimental Plot Construction 

At each sampling site, plots were constructed over a 2 to 3 day period to 

determine ER values [Figure 3.3].  These experimental plots had a width of 2 m and a 

downslope length of 7m, which defined the effective area that was impacted by the 

supplied rainfall from 3 Norton Ladder Multiple Intensity Rainfall Simulators [Norton, 

2006] set in series over the plot.  The simulators provide rainfall through a series of 

oscillating VeeJet type nozzles.  These nozzles have been calibrated to provide natural 

distributions of raindrops observed in Iowa [Elhakeem and Papanicolaou, 2009].  Figures 

3.4 & 3.5 provide example photos showing the layout of the enrichment ratio 

experiments. 

At the outlet of each plot, a wooden weir, with side boards was installed to direct 

the runoff and sediment to a V-notch weir.  The V-notch weir had a 20° angle opening to 

facilitate measurement of the runoff during the experiments.  A high-resolution ruler was 

attached to the weir to read corresponding flow depths.  The flow depths were used to 

quantify the flow discharge with a calibration-equation from Brater [1996] for a V-notch 

weir.  

A large, 1500-gallon storage tank and a system of gas-powered, water pumps 

supplied water to the rainfall simulators.  Water was supplied from a mixture of local fire 

departments, municipal facilities, or local farmers based on practicality and closeness to 

study sites.  A series of gas generators were needed to supply power, because the plots 

were located in the middle of the fields far from a constant power source.   

A series of valves were used to adjust the water pressure to match the desired 

rainfall intensities.  For all rainfall tests, a 60-mm/hr intensity was selected as it is 
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representative of a heavy thunderstorm occurring in the region.  This intensity also 

matches the conditions for the rainfall experiments used to develop the Universal Soil 

Loss Equation (USLE) relation [Stone and Paige, 2003].  The rainfall intensity was kept 

constant during the runs to provide the same hydrologic forcing, allowing us to focus on 

the effects of management and hillslope position.  Finally, soil moisture probes were 

installed within the effective area of the plots to monitor changes in moisture content 

throughout the experiment.   
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Figure 3.3 Schematic of the enrichment ratio experimental setup 
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Figure 3.4 Rainfall simulators set up at an experimental plot 

 

Figure 3.5 The experimental plot becomes saturated during a test 
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3.2.2 Static Sampling- Collection before Rainfall Experiments 

Before the rainfall was applied to the plots, surface soil samples were collected to 

a depth of 0-10 cm just outside of the effective areas for each experimental plot to 

determine static properties of the in situ soil [Figure 3.3].  These samples will provide the 

baseline carbon content of the soils.  Disturbing the effective area within the plots was 

avoided to prevent any artificially induced incision.  The collected soil samples were 

brought back to the lab in a field moist state and passed initially through an 8mm sieve to 

remove coarse litter fractions.  They were allowed to air dry over a period of 2 weeks.   

The collected static soil samples were analyzed for their size distributions.  First, 

the bulk samples were passed through a sequence of 0.25-mm and 2-mm sieves to 

partition it into a three distinct aggregate size classes, namely the small microaggregates, 

called herein the finer fractions (< 0.25mm), small macroaggregate (0.25-2.00mm) and 

large macroaggregate (>2.0mm) fractions, which follow the hierarchical classification of 

Oades and Waters [1991].  The masses of each of the size fractions were compared to the 

total sample mass to provide measure of size class availability [Figure 3.6].   

Sub-samples from each of the size classes were collected for further particle size 

analysis.  A sediGraph 5100 particle size analyzer [Micrometics Company] was used to 

determine the particle size distributions that are used to estimate the specific surface area 

[Figure 3.7]. The sediGraph was selected for this purpose as the sampling size was quite 

small (a few grams) dealing with runoff samples.  Procedure steps for this analysis can be 

found in Appendix D [Bettis, personal communication].   
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In addition to particle size, the samples were analyzed for total carbon and 

nitrogen contents using an elemental analyzer following methods proposed by 

Cambardella and Elliot [1992]. 

 

Figure 3.6 Size class availability using a series of sieves. Shown here are large    

macroaggregate portions of the sample 
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Figure 3.7 Pre-processing steps for sediGraph analysis. Here shown boiling of samples (a) 

and shaking table (b), both of which are used in determining particle size analysis 

[See full steps in Appendix D] 

3.2.3 Dynamic Collection during Rainfall Experiments 

Rainfall experiments were run for 2-3 hours to ensure the pseudo-equilibrated 

conditions were achieved for both runoff and sediment fluxes. Flow depths readings were 

taken at the weir at approximately 10-min intervals once runoff was generated.  A sample 

of the runoff was collected following each flow depth reading, labeled and time-stamped.  

Pseudo-equilibrium for was identified when the flow depth readings became constant and 

the sampling continued for another 2 hours, because it was difficult to determine 

(a) 

(b)
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equilibrated sediment concentrations directly in the field.  The 2-hr time frame was based 

on past experiments.  Once both the flow and sediment had reached a pseudo-equilibrated 

state, the experiment was stopped.   

In the lab [Figure 3.8], the runoff-sediment samples were passed through a series 

of 0.25-mm and 2-mm sieves to partition the sediment into three aggregate size fractions, 

similar to the static in situ soil samples.  Analyses for particle size, carbon content, and 

specific surface area were performed the same manner as static in situ samples.  

 

Figure 3.8 Flow chart of analysis for discrete runoff samples 

3.3 Enrichment Ratio Experiment Results: Static Properties  

The information gathered from the static properties and described below is used 

as input conditions and verification for the loosely coupled numerical framework 

(WEPP-CENTURY) to be presented in detail in Chapter 5. This data is also used to 

assess aggregate size distribution for hillslope location and management practice, which 

is important for understanding the functionality between aggregate proxy measures with 

Discrete Sample 

Sieves 

%C %C %C SSA SSA SSA 

(<0.25 mm) (0.25-2.0 mm) (> 2 mm) 
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the 2 pre-described factors (see Chapter 4). The partitioning of the bulk samples into the 

aggregate size fractions (<0.25mm, 0.25-2mm, and >2mm) is summarized in Figure 3.9.  

In all cases, sites under agriculture are dominated by the small macroaggregates (0.25 - 2 

mm).  The size fractions for the midslope site with rows oriented parallel to flow 

pathways (Z1-P3) are skewed towards the finer fractions when compared to the other 

midslope site with contour tillage (Z1-P1).  The differences can be explained by the 

added roughness controls that the ridge tillage provides which limit the preferential 

removal of the finer fractions [Hatfield et al., 1998].  The size fractions for the toeslope 

site, Z1-P4, were skewed towards the coarser fractions, which may be caused by lower 

gradient and the accumulation of aggregates eroded from upslope sections [Papanicolaou 

et al., 2015].  The grassland site Z2-P2 is dominated by large macroaggregates, followed 

by small macroaggregates.  This may be due to longer aggregation periods from a lack of 

tillage disturbance [Wacha et al., 2016 In prep].  

Figure 3.9 Size class availability for in situ soil samples 

0.22

0.35

0.18
0.16

0.56

0.48 0.48

0.39

0.22
0.18

0.33

0.45

SITEZ1:P1 SITEZ1:P3 SITEZ1:P4 SITEZ2:P1

S
iz

e 
cl

a
ss

 a
v
a
il

a
b

il
it

y

(<.25mm) (.25-2mm) (>2mm)



www.manaraa.com

32 
 

Figure 3.10 provides the SSA of the in situ soil samples.  As a reminder, smaller 

particles have higher SSA then coarser particles [Palis, 1990; Foster et al., 1995].  Looking 

at the weighted averages for each site in Figure 3.10, the samples from Site Z1-P1 have the 

highest SSA followed by the soils from Z1-P4 and Z2-P2.  The soils from Site Z1-P3 have 

much smaller SSA values, especially in the finer fraction (<0.25mm).  This may be caused 

from the preferential removal of clay size particles through rainsplash.  The soils from the 

toeslope site Z1-P4 have the highest SSA in the large macroaggregate fraction, which may 

be reflective of clay accumulation either within the soil aggregates or accumulation on the 

outside of the aggregate, reminiscent of a “snowball effect”.   

 

 

Figure 3.10 Specific Surface Area (SSA) of in situ soil samples 

 

Figure 3.11 provides the carbon contents for the in situ samples.  The carbon 

content was highest in the soil samples of restored prairie site for all size classes, while 

19.57

12.35

15.64
17.54

20.08

16.97 17.71
19.05

21.23

16.15

24.45

20.48

SITEZ1:P1 SITEZ1:P3 SITEZ1:P4 SITEZ2:P1

S
p

ec
if

ic
 S

u
rf

a
ce

 A
re

a
 (

m
2
/g

)

(<.25mm) (.25-2mm) (>2mm)

Weighted avg: 

20.21  

Weighted avg: 

15.23  

Weighted avg: 

19.58 
Weighted avg: 

19.46 



www.manaraa.com

33 

all other sites were found to be comparable amongst themselves.  Of the sites under 

agriculture, the soils of the toeslope site Z1-P4 have the highest carbon content, which 

has been found in other studies [Mabit et al., 2008; Dlugoβ et al., 2010; Du and Walling, 

2011; Papanicolaou et al., 2015].   

Figure 3.11 Size class availability for in situ soil samples 
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3.4 Enrichment Ratio Experiment Results: Dynamic 

This section will focus on the dynamic analysis from the ER experimental plots.  

The analysis will be categorized as follows: 

 Runoff analysis: time series are provided for: (i) weir depth readings; (ii) runoff 

coefficients, defined here as the ratio of runoff to rainfall; and (iii) sediment 

fluxes exiting the plot outlet. 

 Sediment characteristics: time series are provided for: (i) size class availability; 

(ii) specific surface area of the various size fractions; and (iii) carbon content 

of each of the size fractions within each sample. 

 Enrichment Ratio: time series are provided for: (i) ER values estimated using 

SSA relation; and (ii) ER values estimated using concentrations %C. 

3.4.1 Runoff Analysis  

Figure 3.12 provides the time series of weir height readings collected for all ER 

rainfall experiments.  Highlighted in the description below are the time of runoff 

initiation and when flow conditions reached a pseudo-steady state.   

Runoff was produced the fastest in the restored midslope grassland site (Z2-P2) 

after around 4 min, possibly due to a steeper gradient, which is at least double that of the 

other sites, limiting infiltration.  The site which took the longest to produce runoff was 

Z1-P1 (midslope conservation), which is most likely due to the higher oriented roughness 

from the contour ridge tillage management  It has been reported that when the rows are 

perpendicular to the flowpath, runoff and erosion processes are limited [Hatfield et al., 

1998].   
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The highest flow depth was recorded at Z1-P3 (midslope conservation) at around 

5 mm.  Site Z1-P3 has rows oriented parallel to flow pathways, providing a longer path of 

unobstructed flow to promote higher runoff generation.  The toeslope site (Z1-P4) had the 

second highest runoff depth, followed by the grassland midslope site Z2-P2.    The 

grassland site with its established root structure would have higher infiltration and plant 

uptake limiting runoff.  The lowest runoff was found at Z1-P1, due to previously 

mentioned added roughness controls by ridge tillage, which minimizes the flow pathway 

length and treats the hillslope as a series of steps and pools [Papanicolaou et al., 2015; 

Abban et al. in prep].  

Figure 3.12 Weir height time series for experimental runs 

Figure 3.13 provides the runoff coefficients for the experimental runs.  When 
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were at the restored grassland (0.08) due to higher infiltration and Z1-P1 (0.03) due to the 

step-pool pattern of the ridge tillage.  

The time series of the sediment concentrations in the collected runoff samples are 

in Figure 3.14.  Highest concentrations were found at site Z1-P3, as the higher runoff 

volumes entrained more sediment.  Site Z1-P1 had large fluctuations within the 

concentration values at the start of the test, which then damped by the end of the tests.  

The fluctuations in sediment concentration at site Z1-P1 may be caused by the contour 

ridges, which have high oriented roughness elements that can affect the transport of flow 

and sediment [Papanicolaou et al., 2015].  In the end it had similar concentrations as the 

toeslope site.  As expected the sediment concentration and the restored grassland were the 

lowest due to the permanent vegetation. 

 

Figure 3.13 Runoff coefficient time series for experimental runs 
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Figure 3.14 Time series of sediment concentrations in discrete samples for all experimental 

plots 

The time series of sediment fluxes for the experiments is provided in Figure 3.15. 

The sediment fluxes were determined using the corresponding discharge rate at the time 

of collection for the discrete sample, as well as the total mass of the collected sample.   
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fluxes were recorded in Z1-P4 (toeslope conservation), which followed a similar 

increasing trend as Z1-P3, but leveling off at around 460 mg/s.  The remaining sites had 

similar rising and leveling off trends but experienced much lower sediment fluxes.  High 

variability in fluxes is seen in Z1- P1, as a remnant of the variable sediment concentration 

attributed to intermittency in material caused from the step and pool dynamics imparted 

by the contour ridge tillage.       

 

 

Figure 3.15 Time series of (a) sediment fluxes from all experimental plots, and (b) 

sediment fluxes focusing in on sites Z1-P1, Z1-P4, and Z2-P2 
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3.4.2 Sediment Characteristics 

Further analysis was performed on the collected samples to determine size class 

availability within the runoff.  Size fraction availability is provided for the agricultural 

sites, namely Z1-P1, Z1-P3 and Z1-P4; however, due to the limited masses of eroded 

sediment in the discrete samples collected from grassland sites, further partitioning of 

these samples was not possible.     

3.4.2.1 Site Z1-P1 (Midslope Conservation Ridge Till) 

Figure 3.16 provides three time series showing how sediment size fractions 

change in (a) availability; (b) specific surface area; and (c) carbon content.  The x-axes in 

all plots denote the experimental time in hours and minutes, with the start time being the 

initiation of the rainfall.  During the course of the experiments, the finer fraction 

(<0.25mm; blue) of the collected material increased in availability starting at around 40% 

and ending at about 64%.  The small macroaggregate fraction (0.25-2mm; orange) 

decreased throughout the experiment.  Large macroaggregates (>2mm; grey) are found in 

the first sample. 

A sharp fluctuation is seen at 1:40, where the fine fraction of the sediment 

approaches 80%.  This corresponds with a sudden increase in the sediment flux (plotted 

with a yellow line and using the right hand, secondary axis), possibly due to the 

intermittency of flow and material caused by the contour ridge tillage, which forces the 

runoff and sediment through a series of steps and pools.  Fluctuations in availability may 

also be attributed to the breakdown of aggregates due to raindrop impacts, which exposes 

finer material to entrainment by flow.  Note the difference in sediment fractions 
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compared to the static in situ samples collected near the plot (22%-fines, 56%-small 

macroaggregates, 22%-large macroaggregates).       

The specific surface area (SSA) of the size fractions are shown in Figure 3.16b.  

SSA values for the finer fraction (blue) are around 21 m2/g at beginning of the test, but 

increase to around 35 m2/g after an hour and then decrease to around 15 m2/g.  For the 

small macroaggregates (orange) SSA values rose similarly from 26 to 32 m2/g during the 

beginning of the test and then decreased to values around 15-20 m2/g.  The SSA values 

for the large macroaggregates (grey) are much larger than the other size fractions as they 

begin around 87 m2/g during the first portion of test and then hit a maximum of 94 m2/g 

after an hour of testing.   The weighted average of SSA values from the in situ static 

samples was approximately 20 m2/g, which is show as the black dashed line in Figure 

3.16b.  

The carbon content (%C) of the size fractions are shown in Figure 3.16c.  In 

general, the %C was highest in large macroaggregates (grey), followed next by small 

macroaggregates (orange).  The finer fraction had much less %C than the larger 

aggregate fractions.  Over the course of the event, the %C for the finer fraction stays 

rather consistent, starting at an initial peak value of 2.18%, and then leveling off around 

1.91%.  The %C of the small macroaggregates decreased linearly throughout the 

experiment, starting at 3.77% and ending at 3.29%.  The %C of the large 

macroaggregates were notably higher with initial values over 4.00%.  The %C of the in 

situ soil collected near the plot averaged around 2%, thus showing the level of 

enrichment due to the selective entrainment. 
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Figure 3.16 Z1-P1 time series of how sediment size fractions change in (a) availability; 

(b) specific surface area; and (c) carbon content
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3.4.2.2 Site Z1-P3: (Midslope Conservation, No Ridges)  

Figure 3.17a provides the time series of size fraction availability within the 

collected samples, as well as the sediment fluxes for site Z1-P3.  This site had both higher 

runoff and sediment fluxes than the other sites, which translated to the general movement 

of all three aggregate size fractions experimental run.  The higher runoff conditions 

provided the extra energy needed to move the coarser material.  This is best seen with the 

sediment fluxes which were nearly 50 times higher than the other midslope site with 

ridge tillage, Z1-P1.   

The finer fraction (blue) comprised around 59% of the initial samples, and 

decreased to around 56% as the larger fractions were entrained in the increasing sediment 

fluxes.  The small macroaggregate fraction of these samples (orange) stayed consistent 

around 38%, with the highest availability correlated to the peak sediment flux of 3000 

mg/s at 1:13.  The large macroaggregate (grey) availability hovered around 5-7% of the 

sample.  There was a marked difference in sediment fractions compared to the static in 

situ samples collected near the plot (35%-fines, 48%-small macroaggregates, 18%-large 

macroaggregates) with an increase in the finer fraction and decrease in the larger 

fractions, which reflects the breakdown of the larger aggregates and selective entrainment 

of the finer fractions.   

The specific surface area (SSA) of the size fractions are shown in Figure 3.17b.  

SSA values for the finer fraction (blue) have a general increase throughout the 

experiment, starting around 12 m2/g and ending at 18 m2/g.  The small macroaggregate 

(orange) SSA values remained rather consistent around 19 m2/g, with the exception of the 

sample collected at 1:25.  The SSA values for the large macroaggregate fractions were 
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larger than the other size fractions.  An extreme case is seen in the first sample where the 

SSA was over 256 m2/g.  Aside from that extreme value, the SSA values increased to 

around 65 m2/g and then decreased back to 27 m2/g during the test.  The weighted 

average of SSA values in the in situ static samples was much less, averaging 15 m2/g, 

which is shown as the black dashed line in Figure 3.17b.  

The carbon content (%C) of the size fractions are shown in Figure 3.17c.  The 

carbon contents were only slightly higher in the larger aggregate fractions compared to 

the finer fraction, which is different from what was observed at site Z1-P1, where the 

larger aggregate sizes had considerably higher values.  The time series of the %C for the 

finer fraction declined consistently throughout the test (2.25% to 1.86%), except for a 

punctuated sharp increase to 2.78% at 1:13, corresponding to the peak sediment flux.  

The %C values of the small macroaggregates decreased throughout the first hour of the 

experiment (2.48% to 1.48%), and then increased to a maximum 3.29% at the 1:13 mark 

when sediment peaked, while the %C values of the large macroaggregates decreased 

throughout the test to an end value of 2.41%, which was equivalent to the small 

macroaggregate %C value.  The %C of the in situ soil collected near the plot averaged 

round 2.00%, which was also seen in Z1-P1.  
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Figure 3.17 Z1-P3 time series of how sediment size fractions change in (a) availability; 

(b) specific surface area; and (c) carbon content 
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3.4.2.3 Site Z1-P4: (Toeslope Conservation)  

Figure 3.18a provides the time series of sediment fraction availability and 

sediment fluxes for those samples collected at site Z1-P4.  The finer fraction (blue) 

consistently comprised 53-56% of these samples, with fluctuations found throughout the 

experimental run.  The small macroaggregate fraction (orange) increased throughout the 

first half of the test to a value of around 50%, and then decreased as the sediment fluxes 

increased with a final value of 43%.  The availability of large macroaggregates (grey) 

were much less at this toelsope site, with initial values around 2% and then dropping off 

to negligible values.  Again, these availabilities are starkly different from the static in situ 

samples collected near the plot (18%-fines, 48%-small macroaggregates, and 33%-large 

macroaggregates) following the similar pattern of the other agricultural sites, namely the 

breakdown of the larger aggregate sizes and increase in the finer fractions.   

The specific surface area (SSA) of the size fractions are shown in Figure 3.18b.  

The SSA for the finer fraction (blue) portion of these samples increased during the first 

portion of the experiment, starting around 16 m2/g and reaching 22 m2/g, but then 

dropped to 12 m2/g at the time of the peak sediment flux (478 mg/s).  SSA values for the 

finer fraction then increased to a final value of 24 m2/g.  The SSA values of the small 

macroaggregates (orange) slightly increased during first part of the test and then leveled 

off to values around 25 m2/g; however, the final value dropped to 12 m2/g.  The SSA 

values for the large macroaggregate fractions were found only in the first collected 

sample with an extreme value of 54 m2/g.  The weighted average of SSA values from the 

in situ static samples were comparable to Z1-P1, averaging 20 m2/g, which is show as the 

black dashed line in Figure 3.18b.  
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The carbon content (%C) of the size fractions are shown in Figure 3.18c.  The 

carbon contents were higher in the larger aggregate fractions compared to the finer 

fractions, which is the similar trend found at site Z1-P1.  The % C for the finer fraction 

rose initially from 2.63% to 2.84%, and then declined consistently to an ending value of 

2.25%.  The %C values of the small macroaggregates were also shown to decrease 

throughout the test from 3.50% to 2.96%.  The %C values of the large macroaggregates 

decreased as well from 3.74% to 2.85%.  In comparison, the %C values of the in situ soil 

collected near the plot averaged around 2.11%, which was higher than upslope positions, 

a trend that has been reported in other agricultural studies [Papanicolaou et al., 2015].  
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Figure 3.18 Z1-P4 time series of how sediment size fractions change in (a) availability; 

(b) specific surface area; and (c) carbon content
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3.4.2.4 Site Z2-P2: (Midslope-Restored Grassland)  

Figure 3.19a provides the time series of changes in specific surface area and 

sediment fluxes for the samples collected at site Z2-P2.  SSA values for the sediment 

decreased slightly as the experiment progressed, from 32 m2/g to 29 m2/g.  Decreases in 

the SSA of sediment were seen as the sediment fluxes peaked at approximately 35 mg/s 

around 1:20.  For comparison, the SSA of the static in situ soil samples was 19 m2/g, 

shown with the black dashed line in Figure 3.19a.  The carbon content (%C) of the 

sediment is shown in Figure 3.19b.  Looking at the time series, the %C rose initially to 

5.80% and 6.00% during the first half hour of the test, and then sharply dropped to 

2.66%, before leveling off at around 4.32%.  The higher %C values were seen with the 

lower sediment fluxes.  The %C of the in situ soil collected near the plot averaged around 

2.96%, which was higher than ag-production sites. 
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Figure 3.19 Z2-P2 time series of sediment changes in (a) specific surface area and (b) 

carbon content 

3.4.3 Enrichment Ratio 
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figures below) that considers the availability of the size fractions.  As a reminder, ER 

values greater than 1.00 (unity) suggest the samples are enriched in carbon.   

3.4.3.1 Site Z1-P1 (Midslope Conservation Ridge Till)   

Figure 3.20 provides the ER time series for site Z1-P1.  Using first the SSA of the 

collected samples (Figure 3.20a), the finer fraction (blue) was more enriched (>1.00) 

during the first part of the test.  The enrichment then decreased considerably to an ER of 

0.55.  This decrease in ER corresponded to the peak sediment fluxes around 1:40.  The 

ER values of the small macroaggregates (orange) followed a similar trend as the finer 

fraction, but for the most part were higher.  The large macroaggregate fractions had 

extremely high ER values, which were 3-4 times higher in most cases.  Overall, the 

weighted ER values using SSA increased during the first portion of the test and then 

decreased to a consistent value around 0.75.  

Using the %C, the ER values of the finer fractions (blue) remained relatively 

unchanged throughout the experiment, slightly declining from ~1.0 to 0.90 (Figure 

3.20b).  The ER values of the small macroaggregates (orange) also declined throughout 

the test, from 1.90 to 1.66.  With the large macroaggregates (grey), the ER values at the 

beginning of the test were around 4.0.  In summary, the weighted ER using %C showed a 

decrease as the experiment progressed, with initial values of 1.42 and a final value of 

1.17. 
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Figure 3.20 Time series of ER values from site Z1-P1 calculated with (a) specific surface 

area and (b) carbon content 
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3.4.3.2 Site Z1-P3: (Midslope Conservation, No Ridges)  

Figure 3.21a shows the ER time series for site Z1-P3 using SSA (Figure 3.21a).  

For this case, the finer fraction (blue) became more enriched as the experiment 

progressed, starting off with values below unity and ending with a value of 1.3.  The 

small macroaggregates (orange) for the most part also remained constant throughout the 

experiment around 1.10; however, there was an extreme ER value over 12 at 1:25, which 

has and ER (value not shown to keep axis same).  The large macroaggregates (grey) had 

highly variable ER values, ranging between 1 and an extreme value of 15 (not shown on 

axis), ending with a value of 1.64.  Excluding the extreme ER value at 1:25, the weighted 

ER values using the SSA (black crosses) were relatively consistent throughout around 

1.25.  

With the ER values determined using the carbon contents (Figure 3.20b), the 

values for the finer fraction (blue) declined slightly throughout the test from 1.18 to 0.96.  

The ER values of the small macroaggregates (orange) were generally higher than finer 

fractions, but they similarly decreased throughout the test from 1.43 to 1.18.  The ER 

values of the large macroaggregates (grey) decreased during the first part of the test (1.27 

to 0.87), and then spiked to 1.69 at the 1:13 mark, before decreasing to 1.24.  The 

weighted ER values using %C followed the same trend as the finer and large 

macroaggregate fractions with initial values of 1.27 and ending at 1.06. 
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Figure 3.21 Time series of ER values from site Z1-P3 calculated with (a) specific surface 

area and (b) carbon content 
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sample of the large macroaggregates for this test had ER value of 2.20.  The weighted ER 

values using SSA (black crosses) increased to 1.66 during first half hour of the test and 

then decreased to an average value around 1.18.  

For the ER values using %C (Figure 3.22b), the values for all size fractions 

increased during the first 40 minutes of the test and then declined for the remainder of the 

test.  The finer fractions (blue) ER values increased to 1.50 and decreased to 1.19, while 

the small macroaggregates (orange) ER values, which were the highest at this site, 

increased to 1.77 and ended at 1.41.  The ER values of the large macroaggregates (grey) 

peaked at 1.67 and declined to 1.28.  The weighted ER values using %C followed the 

same trend as the size fractions, hitting a maximum of 1.66 and leveling off at 1.28.



www.manaraa.com

55 

Figure 3.22 Time series of ER values from site Z1-P4 calculated with (a) specific surface 

area and (b) carbon content 

3.4.2.4 Site Z2-P2: (Midslope-Restored Grassland) 
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Figure 3.23 Time series of ER values from site Z2-P2 calculated with respect to specific 

surface area (SSA) and carbon content (%C) 
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Third, there are differential modes for soil mobilization between rill and interrill 

areas.  The differences between the two modes are either exacerbated or dampened 

depending on the prevalent management practice, the gradient of the site and landscape 

position. There is a correspondence between enrichment, %C, and SSA, and this 

correspondence suggests that soil derived from interrill areas vs rill areas may contribute 

differently to carbon mobilization and storage potential. This necessitates the use of 

different capacity transport formulas for rill and interrill areas.  This need is further 

addressed in chapter 5 where tested formulas for transport capacity (i.e., the max capacity 

of soil to be transported by runoff/rainsplash during steady state conditions) are 

considered in the newly developed ER-module.  

Below are some additional specific takeaway findings from these experiments. 

 Methods used to estimate ER (SSA vs %C) provide similar values (Figure 3.24).

The largest deviation between the methods was seen at the grassland and ridge

tilled conservation sites.

Figure 3.24 Comparison of weighted ER values using SSA and %C 
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 Management and hillslope position both impacted ER.  The highest ER values at 

pseudo-steady were present at the restored grassland site (1.50), with the lowest 

values found at site Z1-P3 around 1.06.  The higher runoff and sediment fluxes at 

site Z1-P3 entrained all size fractions allowing the SSA and %C between the in 

situ soil and entrained sediment to be almost identical.  This has been found in 

other ER studies as a function of sediment concentration (see Figure 3.25).  Data 

from Wang (2010) are plotted along with the experimental data from this study 

and show a similar decay in ER as sediment loading increases.  

 

Figure 3.25 Relation between ER and sediment concentration 

 

 Oriented roughness impacted both flow and sediment.  Although Z1-P1 and Z1-

P3 are both located at a midslope location and are under conservation 

management, the contour ridges at site Z1-P1 retarded flow and sediment 

mobilization [Hatfield et al., 1998].  As a result, the ER values in Z1-P1 were 

higher (1.17) compared to Z1-P3 (1.06), while the sediment fluxes were only a 

fraction of Z1-P3.   

 

Overall, these experiments provided valuable insight, highlighting the necessity to 

account for the selective mobilization of different size fractions and corresponding 

enrichment when exploring carbon redistribution along the downslope of an IML.  It is 
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essential to incorporate the enrichment of the different size fractions (clay, silt, sand, 

aggregates) into a numerical modeling framework to simulate correctly the 

biogeochemical and landscape interactions affecting the SOC stocks in IMLs.   

The size fractions analyzed in these experiments were found to have varying 

levels of carbon associated with them, especially the larger aggregates, which encapsulate 

organic material.  For this reason, the next chapter (Chapter 4) looks more closely the 

role of aggregates in IMLs, specifically identifying how aggregate stability varies with 

respect to management and hillslope position, through controlled experiments.   

Incorporating the findings of both the ER and aggregate stability experiments, 

Chapters 5 of this dissertation describes the initial set up of a modeling framework 

(Chapter 5) that couples a hillslope transport model, a biogeochemical model, and a 

newly developed enrichment ratio module to simulate selective mobilization along a 

downslope and provide updated SOC additions and/or removals in the soil active layer.  

The developed model is then used to simulate a historic timeline of local management 

and climatic conditions to assess changes in SOC stocks.   
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CHAPTER 4. AGGREGATE STABILITY  

Chapter 3 presented the ER experiments and highlighted the need to account for 

the different aggregate size fractions when determining SOC fluxes.  Sediment size 

fractions were shown to vary with respect to specific surface area (SSA) and carbon 

content (%C), with the larger aggregate fractions having higher carbon content.  By 

neglecting the larger aggregate fractions in SOC redistribution studies, large errors in 

carbon budgets are possible at the hillslope scale and beyond.  Therefore, the role that 

soil aggregates play in influencing SOC dynamics is investigated in this chapter by 

assessing the stability of aggregates against raindrop impact and how the stability varies 

with respect to hillslope position and management. 

4.1 Introduction  

Potential mechanisms in the soil column that store carbon include stabilization, 

either chemically in organic-clay complexes [Sorenson, 1972; Hassink, 1997] or 

physically within aggregates [Tisdall and Oades, 1982; Olchin et al., 2008].  But in 

intensely managed landscapes (IMLs), conventional management practices have been 

shown to negatively influence soil aggregate susceptibility (Figure 4.1), both directly 

through mechanical breaking known also as “defragmentation” of aggregates, and 

indirectly through alteration of textural and biogeochemical factors within the soil, like 

soil composition, organic matter, soil microclimate, etc. [e.g., Six et al., 2000; Olchin et 

al., 2008; Kara and Baykara, 2014; Papanicolaou et al., 2015].  Furthermore, tillage, in 

conjunction with rainsplash/runoff (i.e., fluvial) erosion, induces along a hillslope higher 

spatial heterogeneity and temporal variability in the aforementioned aggregate properties 

relative to more established and stable grassland systems [Van Oost et al., 2000; Rieke-
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Zapp and Nearing, 2005; Kuhn et al., 2009; Abaci and Papanicolaou, 2009; Stavi and 

Lal, 2011].  The focus here is on the mechanical breaking of aggregates due to fluvial and 

tillage-driven erosion under different management practices.   

Figure 4.1 Conceptual model of aggregate formation within intensely managed landscapes. 

Figure modified from Six [2000] 

The size distribution of soil aggregates and their “ stability” - defined here as the 

ability to retain their volumetric structure or arrangement of solids and pores; Diaz-Zorita 

et al., [2002] -have been widely used as proxy-measures reflecting the role of 

management practices and hillslope location on soil structure and health [Kemper and 

Rosenau, 1986; Bronick and Lal, 2005; Idowu et al., 2008; Pulido Moncada et al., 2013], 

as well as the resistance to fluvial and tillage-driven erosion [Farmer, 1973; Farres, 1980; 

Coote et al., 1988; Shouse et al., 1990; Bryan, 2000].  Moreover, the manner in which an 

aggregate breaks apart can dictate the size fractions of the material that are mobilized 

[Polyakov and Lal, 2004; Wang et al., 2014], and hence the redistribution of organic 

matter [Hu et al., 2013; Papanicolaou et al., 2015].  Following the Oades and Waters 
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[1991] hierarchical classification of soil aggregates, which consists of microaggregates, 

or what was called the finer fraction in chapter 3 (0.053-0.250mm), small 

macroaggregates (0.25-2.0mm), and large macroaggregates (2.0-5.0mm), it is the small 

macroaggregates that have been found to be most reflective of changes in management 

practices [Beare et al., 1994a,b; Franzluebbers and Arshad, 1997; Amezketa, 1999; 

Blanco-Canqui and Lal, 2004; Moebius et al., 2007].    

Previous studies have suggested different methods to assess soil aggregate proxy-

measures, i.e., size distribution and stability, which tend to vary based on the type of the 

“disruptive force” being applied [Kemper and Rosenau, 1986; Amezketa, 1999].  

Methods that rely on mechanical breaking of dry aggregates use the size distribution of 

the aggregates to make inferences regarding aggregate stability.  In these methods, the 

size distribution of dry aggregates indicates the degree of abrasion or perturbations to the 

soil [Wang et al., 2014], which may reflect varying tillage intensities [Yoder, 1936; 

Youker and McGuiness, 1957].  Alternative methods, though, have been developed that 

reflect better the influence of fluvial processes like raindrop impact to the breakdown of 

soil aggregates [van Es et al., 2006; Moebius et al., 2007].   

Raindrops transfer different levels of kinetic energy into the aggregate structure.  

If the kinetic energy exceeds a threshold related to the internal molecular bond strengths, 

then the aggregate will break [Farres, 1980].  As raindrops continue to “pound” the 

aggregate, the water eventually penetrates into the aggregate structure and occupies the 

air voids, thus further instigating the internal breakdown [Loch and Foley, 1994].  

While the described studies have offered useful ways of assessing aggregate 

stability under either mechanical breaking or fluvial impact, the use of each method 



www.manaraa.com

63 

separately as a standalone approach does not provide a complete assessment of aggregate 

susceptibility in IMLs where tillage and fluvial erosion usually coevolve [e.g., 

Papanicolaou et al., 2015].  Few studies have considered the interplay of fluvial and 

tillage on aggregate size and distribution [e.g., Barthes and Roose, 2002; Papanicolaou et 

al., 2015] while systematic examination of these drivers on aggregate susceptibility under 

different management practices and hillslope position (erosion vs. deposition zones) 

remains.  We posit that in IMLs a coupled methodological approach is needed that 

includes examining both the dry aggregate size distribution (to reflect the mechanical 

breaking), as well as wet aggregate stability tests (to capture the effects of fluvial 

erosion).  It is hypothesized herein that different tillage regimes (no till, conservational 

tillage, and conventional tillage) will affect the tailing skewness of the aggregate size 

distribution.  Size distributions that are back-tailed or comprised of mostly coarser size 

fraction reflect an armored, or sealed, soil surface.  Size distributions that are front-tailed 

are indicative of the mobile, finer size material.  Further, it is hypothesized that the 

degree of influence that the management changes have on aggregate size redistribution 

and stability may vary depending on the hillslope location.  Aggregate proxy-measures 

such as size and stability may be significantly different in erosion-dominated (i.e., 

upslope) areas of a hillslope versus deposition-dominated (i.e., downslope) areas.   

The goal of this research is to examine the functionality of aggregate size and 

stability with hillslope position and management practices (tillage intensity) through 

controlled experiments in the laboratory of a representative number of soil samples 

collected from fields with distinct management practices and hillslope locations (see 

specifics in section 2).  A systematic examination of this functionality is undertaken by 
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developing a coupled, two level approach.  First, we look at the aggregate size 

distribution a priori to wet aggregate stability tests in order to reflect the effects of 

mechanical breakdown through various intensities of tillage.  Second, we perform rainfall 

simulation experiments on sieved soil samples which were collected from fields with 

different management practices and hillslope locations.  The focus of the two level 

approach in this study is on the small macroaggregates (0.25-2.0mm) because they best 

reflect the role of management on the aggregate size distribution and stability.  We use 

the acronym SMAGGs to refer to the small macroaggregates (0.25-2.0mm) hereafter.  A 

definition for the dry mean weight diameter (DMWD) is therefore adopted and modified 

in order to be applicable to the SMAGG fraction.  Moreover, the wet aggregate stability 

methodology of SMAGG samples builds on the Mobieus et al., [2007] method using the 

kinetic energy of rain drops.  The same testing conditions as those of Mobieus et al. 

[2007] and Gugino et al., [2009], are considered here with the goal of applying nearly 

identical kinetic energy to facilitate comparison with the conditions reported in the 

literature.   

In summary, the specific objectives of this study are (i) to determine the stability 

and size distributions of SMAGG topsoil samples (from the top 10 cm) collected under a 

range of management practices and hillslope positions; and (ii) to identify how these key 

controlling parameters in (i) impact SMAGG susceptibility.  
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4.2 Materials and Methods 

4.2.1 Study Site and Design 

Samples were collected from field sites in Clear Creek (Figure 4.2) that are 

representative of hillslope gradients, curvature, texture, and management.  They included 

corn-soybean rotations under conventional and conservation tillage, as well as restored 

grassland prairie.  Table 4.1 provides a summary of the general characteristics for each of 

the field sites.  Within each study field, flow pathways along the dominant downslopes 

were first identified using Archydro tools 10.3 to determine sampling locations that 

ensured connectivity between hillslope elements.  Collecting samples within defined 

locations (i.e., crest, midslope, toeslope) of the same flow pathway ensured connectivity 

between the samples, which takes into account landscape processes, e.g., topographic 

curvature, changes in roughness and as a result heterogeneous soil conditions along the 

downslope.   At each sampling location, 5 soil samples (~200g) were collected from the 

top 10 cm of the soil surface in early spring (April 2014) before any perturbations to the 

soil, specifically spring tillage  or fertilizer applications, planting, or burning events.  The 

sampling depth of 10 cm was selected as this is the depth primarily impacted through 

tillage and water interactions and hence known as the active layer depth [Papanicolaou et 

al., 2015].   

Three of the sampling sites were collected from the Clear Creek headwaters, 

namely sites Z1-P1, Z1-P3, and Z1-P5.  Sites Z1-P1 and Z1-P3 are the same downslopes 

used in Chapter 3.  They are under a 3-yr crop rotation of corn-corn-soybeans (C-C-B), 

with reduced ridge tillage and anhydrous fertilizer applications being applied in late fall 

before the corn planting and no-till for the soybeans.  Site Z1-P1 has rows oriented 
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perpendicular to the flow pathway (contour ridges), while site Z1-P3 has rows oriented 

parallel to the flow.  The average hillslope gradient for site Z1-P1 is 6.5%, while Z1-P3 it 

is slightly steeper with an average slope of 8.4%.  At site Z1-P5, a 2-yr corn-soybean 

rotation (C-S) under conventional tillage is used.  The average hillslope gradient of site 

Z1-P5 is 5.7%, which is comparable to sites Z1-P1 and Z1-P3.  

Site Z2-P2 is located in the middle of Clear Creek.  It was taken out of intensified 

agricultural corn-soybean production nearly 50 years ago and was reseeded as a restored 

grassland prairie about a decade ago.  It has the highest average hillslope gradient of all 

sites at 15.7%.  A 5-year burn frequency is used for invasive species control, and last 

occurred 2 years before sample collection.  This was an important consideration in order 

to avoid water repellency (hydrophobicity) impacts on aggregate stability [Fox et al., 

2007].   

Near the mouth of Clear Creek, sites Z3-P1 and Z3-P2 also are in a 2-yr corn-

soybean rotation (C-S) under conventional tillage, with these sites experiencing higher 

tillage intensity in terms of frequency than at site Z1-P5.  The average hillslope gradients 

of sites Z3-P1 and Z3-P2 are less than 1%, since it is closer to the watershed mouth.  
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Figure 4.2 Clear Creek study site locations. Management practices include conservation 

tillage (sites Z1-P1, Z1-P3), conventional tillage (sites Z1-P5, Z3-P1, Z3-P2) and 

restored prairie (site Z2-P2). Note: C=corn, S=soybean 

Table 4.1 General Site Characteristics 

4.2.2 Soil Sample Processing 

The collected soil samples, while still being field moist, were initially passed 

through an 8-mm sieve to remove coarse litter fractions.  Soil samples were then allowed 

to air dry over a period of three weeks [Pansu et al., 2001].  Once dried, SMAGG were 
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partitioned from the bulk sample using a nest of sieves bracketed by the upper and lower 

limit size ranges of 2 mm and 0.25 mm, respectively [Moebius et al., 2007].   

4.2.3 SMAGG Size Distribution 

The dry soil samples were passed through a nest of sieves with square openings of 

2.00, 1.70, 1.40, 1.18, 0.85, 0.60, and 0.25 mm, to allow six size classes within the 

SMAGG range to be obtained (Figure 4.3).  The sieves were placed on a shaker table and 

ran for 120 seconds.  The masses of soil retained in each sieve were weighed.  The 

characteristic dry mean weight diameter (DMWD) was determined for the SMAGG 

samples using a definition adopted from Youker and McGuiness [1957]: 

𝐷𝑀𝑊𝐷 =
∑ 𝑋𝑖𝑊𝑖

𝑗
𝑖=1

𝑊𝑠
        [Eq. 4.1] 

where Xi is the mean diameter of each size class i (mm); Wi is the mass of each size class 

i (g); and Ws is the total dry mass of the SMAGG sample (g).   

 
Figure 4.3 Dry aggregate analysis to determine size distribution for SMAGG samples 
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4.2.4 Aggregate Stability Testing 

Moebius et al. [2007] established a method for determining wet aggregate 

stability that considers the effects of raindrop impact.  In this method, SMAGG sub-

samples were placed atop a 0.25-mm sieve under a drip mechanism that was at a height 

of 0.15 m.  The drip mechanism provided fixed drop diameters of 4 mm that fell on the 

sample for a duration of 300 seconds, equating to the forcing of a heavy thunderstorm 

event.  Building on this method, careful attention was placed herein to incorporate the 

natural distribution of raindrops for southeastern Iowa [Elhakeem and Papanicolaou, 

2009] while matching the kinetic energy Moebius et al. [2007] found as a threshold to 

break the aggregate. 

4.2.4.1 Implementation-Rainfall Simulator Experimental Setup 

A Norton Ladder Multiple Intensity Rainfall Simulator with dimensions of 2.5 (h) 

x 1.5 (w) x 2.7 (l) m, which was designed by the U.S. Department of Agriculture – 

Agricultural Research Service National Erosion Research Laboratory, was used in this 

study to simulate the effects by raindrop impact [Norton, 2006].  The experimental setup 

included the simulator, as well as a 1500-gal water tank connected to a series of valves 

and pumps that allows the internal water pressure and therefore rainfall intensities to be 

adjusted (Figure 4.4).  Special care was placed on the calibration of the rainfall simulator, 

which used a disdrometer to verify drop size distributions, spatial uniformity, and fall 

velocities [Elhakeem and Papanicolaou, 2009].  The simulator was set at a height of 2.5 

m above the surface to allow uniform spherical raindrops to be applied through 

oscillating V-jet type nozzles [Elhakeem and Papanicolaou, 2009].  The size distribution 

of raindrops generated with the simulator was shown to agree well with the Marshall-
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Palmer distribution, a commonly accepted distribution for natural raindrop sizes 

[Marshall and Palmer, 1948; Elhakeem and Papanicolaou, 2009].  

 
 

Figure 4.4 Aggregate stability test setup. (a) Setup for running aggregate stability test, 

including the variable intensity Norton ladder rainfall simulator, water tank, and 

pump. Below the simulator small macroaggregate samples were placed atop 

0.25mm sieves (b) 

 

A rainfall intensity of 60 mm/hr was used in this study, which is not only the 

intensity used in developing the Universal Soil Loss Equation relation, but also the 

intensity that matched the kinetic energy of 0.789 J and the rainfall volume applied to the 

SMAGG samples in Moebius et al. [2007].  This was determined by estimating the 

volume of rainfall supplied during the 300 sec testing period to an effective testing area, 

here the area of the circular sieve of which the SMAGG samples were placed atop.  The 

volume of raindrops was used to determine the drop size distribution that is needed to 

calculate the terminal velocity and corresponding kinetic energy supplied from the 

individual drops.   
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To calculate the wet aggregate stability, SMAGG samples were placed on top of a 

0.25-mm sieve, which represents the lower size limit for SMAGG.  The sieves were 

placed under the rainfall simulators, which were run for 300 seconds using 60-mm/hr 

rainfall.  Catch pans were placed under each sieve to collect the slaked portions during 

the tests (Figure 4.4).  After each test the slaked material in the catch pan and the material 

retained atop the sieve were dried and weighed masses.  Wet aggregate stability for the 

SMAGG samples was determined using relation by Moebius [2007]: 

𝑊𝑆𝐴 =
𝑚𝑠𝑡𝑎𝑏𝑙𝑒

𝑚𝑡𝑜𝑡𝑎𝑙
=

𝑚𝑡𝑜𝑡𝑎𝑙−(𝑚𝑠𝑙𝑎𝑘𝑒𝑑+𝑚𝑠𝑡𝑜𝑛𝑒𝑠)

𝑚𝑡𝑜𝑡𝑎𝑙
[Eq. 4.2] 

where 𝑚𝑠𝑡𝑎𝑏𝑙𝑒 is the mass of stable aggregates; 𝑚𝑡𝑜𝑡𝑎𝑙 is the mass of total aggregate 

sample; 𝑚𝑠𝑙𝑎𝑘𝑒𝑑 is the mass of aggregates slaked through sieve; and 𝑤𝑠𝑡𝑜𝑛𝑒𝑠 is the mass 

of stones/sand after test remaining in sieve.  

4.3 Results 

The results of this study are organized as follows.  First, results of the size 

distribution analysis are described to assess how SMAGG size distributions and DMWD 

are influenced by management and hillslope position.  Next, the aggregate stability of the 

SMAGG follows by again examining the role of management and hillslope position, 

which is used to establish a correspondence with the size analysis.   

4.3.1 SMAGG Size Distribution 

4.3.1.1 The Role of Management 

Figure 4.5 provides a 3-axes plot summarizing the average fractions of the total 

SMAGG masses in each size range for each study site (horizontal y-axis).  The horizontal 

x-axis represents the mean diameters of the SMAGG size classes, and the vertical z-axis

provides the fraction the given diameter represents of the total SMAGG sample.  Overall, 
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the size distribution of SMAGG varied amongst the study sites.  Two dominant trends 

can be seen in Figure 4.5: (i) study sites under conventional tillage (namely Z1-P5, Z3-

P1, and Z3-P2) display comparable long tailed distributions toward smaller size fractions.  

This is due to repeated intensified tillage that breaks apart the soil structure.  The 

continuous perturbations do not allow time for the aggregates to coalesce and grow 

[Castro Filho et al., 2002]; and (ii) the restored prairie (i.e., site Z2-P2) and the 

conservation management sites (namely Z1-P1 and Z1-P3) display more even 

distributions with increasing skewness towards coarser material found especially in the 

grassland site [Dal Ferro et al., 2014].  A slight bimodality is observed at these sites, 

which are steeper, the reasons for which are explained below as they relate to different 

hillslope positions. 

The DMWD values Eq. [4.1] for SMAGG are provided in Figure 4.6 in the form 

of an interval plot with upper and lower 95% confidence intervals of samples represented 

as error bars.  In Figure 4.6, outliers in data are represented as crosses, and are 

determined as samples greater than 1.5 times the InterQuartile Range from the 1st and 3rd 

quartiles, assuming a normal distribution [Hubert et al., 2008].  The largest average 

DMWD values were in samples from the restored prairie (site Z2-P2) with 1.16 mm, 

followed next by the samples from the conservation sites of Z1-P3 and Z1-P1measured at 

1.10 mm and 1.03 mm, respectively.  The DMWD of sites under conventionally managed 

sites were notably smaller with values of 0.99, 0.98 and 0.95 mm for sites Z3-P2, Z3-P1, 
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and Z1-P5, respectively.  The smallest variability of DMWD values was seen in the 

conventional sites Z3-P1 and Z3-P2, which may be attributed to a much lower gradient. 

Figure 4.5 Average size distribution values for SMAGG samples 

Figure 4.6 Interval Plot showing 95% confidence intervals (shown as error bars) for dry 

mean weight diameter of SMAGG samples.  Outlier samples are represented as 

crosses (X) 
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4.3.1.2 The Role of Hillslope Position 

Figure 4.7 provides the average DMWD of SMAGG collected from four different 

hillslope positions along the downslope flow pathways at each study sites, (namely, crest 

= T1, midslope1 = T2, midslope2 = T3, and toe = T4).  For the majority of sites, the 

DMWD decreased in size from the crest to the toeslope.  In general, coarser size fractions 

of material were found at the top portions of the hillslopes, which may have been left 

behind due to selective transport [Warrington et al., 2009; Wang et al., 2014].  The 

anomaly to this trend was conservation site Z1-P3, which had rows oriented parallel to 

flow pathways.  There, DMWD values were rather uniform along the downslope with a 

slight increase at the toeslope.  This trend may be reflecting the deposition of coarser 

material from eroding upslope sections, as larger material may have settled out of 

suspension due to changes in gradient [Papanicolaou et al., 2015].  

 
Figure 4.7 Average dry mean weight diameter (DMWD) of SMAGG samples for various 

hillslope positions. (T1=Crest, T2=Midslope1, T3=Midslope 2, T4=Toe) 

T1 T2 T3 T4 
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4.3.2 SMAGG Aggregate Stability 

4.3.2.1 The Role of Management 

Figure 4.8 provides an interval plot, displaying the 95% confidence limits of 

SMAGG stability values for all sites.  SMAGG stability values were found to be highest 

in the samples from the restored prairie (site Z2-P2) with a mean of 0.934.  Comparable 

stability values were recorded from soils in the conservation site Z1-P1 with a mean of 

0.930, followed by site Z1-P3 with 0.896. The smallest stability values were found in the 

conventional sites, with means of 0.873, 0.864, and 0.859 for sites Z3-P1, Z1-P5, and Z3-

P2, respectively.  These findings follow trends seen in other studies that reported higher 

stability in soils under no-till compared to those under conventional tillage [Bossuyt et 

al., 2002; Wang et al., 2015].  The smallest spread (variability) of SMAGG stability 

values was found in the samples from  site Z1-P1, which could be explained through the 

added controls that reduced contour tillage perpendicular to flow pathways has on 

erosional, depositional processes that are sensitive to aggregate dynamics [Hatfield et al., 

1998; Hajabbasi and Hemmat, 2000].  The highest variability in aggregate stability of 

SMAGG was found in site Z1-P5 (conventional tillage). Although the mean values were 

comparable amongst the conventional sites, the higher variability at site Z1-P5 could be 

due to the higher gradient and more active downslope flow pathway.  
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Figure 4.8 Interval Plot showing 95% confidence intervals (shown as error bars) for 

aggregate stability of SMAGG samples.  Outlier samples are represented as crosses 

4.3.2.2 The Role of Hillslope Position 

Figure 4.9 provides SMAGG stability values for the four hillslope positions at 

each site.  The horizontal x-axis represents the various hillslope positions (i.e., T1 = crest 

to T4 = toe), while the y-axis represents SMAGG stability.  General trends from Figure 

4.9 include higher stability found at the top (eroding) portions of the hillslope compared 

to the bottom (depositional) sections [Pierson and Mulla, 1990; Hoyos and Comerford, 

2005].  This trend is more apparent at the sites with higher slope gradients.  The lowland 

study sites (i.e., Z3-P1, Z3-P2), which have more milder gradients may experience more 

prolonged rainsplash effects, in contrast to the sites with steeper gradients, due to 

differences in the formation of rill networks based on topographic curvature and oriented 

roughness [Favis-Mortlock et al., 2000; Papanicolaou et al., 2010].  This may be 

explained through variability in soil moisture content along the downslope that dictate 
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wetting/drying cycles, which have been found to negatively impact the stability of 

aggregates [Amezketa et al., 1999]. 

Figure 4.9 Average stability of SMAGG samples for various hillslope positions. (T1=Crest, 

T2=Midslope1, T3=Midslope 2, T4=Toe) 

4.3.3 Aggregate Stability as a Function of DMWD 

Figure 4.10 provides a plot of SMAGG stability with respect to size distribution 

(DMWD).  The symbols here are grouped by management, representing the restored 

prairie, as well as the conservation and conventional tillage sites.  There is a positive 

overall correspondence between stability and DMWD, apparent through the three clusters 

of points seen in Figure 4.10.  As DMWD increases, the aggregate stability increases.  

The lowest stability and size fractions were found with the aggregates under conventional 

tillage.  The aggregates from the restored prairie had the highest values of stability and 

largest DMWD.  A middle range, consisting of the aggregates from the conservation 

sites, is present in Figure 4.10.  Similar findings have been reported in Weaver and Zink 

T1 T2 T3 T4 
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[1946], Elliot [1986], Perfect et al. [1990], and Ciric et al. [2012], where they 

documented changes in soil structure in disturbed and undisturbed agricultural systems.   

 
Figure 4.10 Plot of average SMAGG stability values with respect to SMAGG DMWD. 

Samples are grouped with respect to management. Dashed line represents the 

positive linear correspondence between the parameters 

4.4 Discussion and Conclusions 

This chapter assesses aggregate dynamics within IMLs, specifically looking at 

how size distribution and stability are influenced through management and hillslope 

position.  The method considers a dual assessment of SMAGG by first looking at the 

aggregate size distribution a priori to wet aggregate stability tests using a calibrated 

rainfall simulator to apply controlled raindrop forcing (kinetic energy) to the SMAGG 

sub-samples.  Soil samples were collected along the downslope flow pathways of 

representative hillslopes within the Clear Creek Watershed.  At these sites the 

management consisted of conservation and conventional rotations in corn-soybean 
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production, as well as a restored prairie.  A summary of some key findings in this study 

follows:  

 SMAGG size distributions are influenced by management.  SMAGG from

all conventional sites exhibited long tailed distributions, skewed towards

smaller size fractions supporting the hypothesis of this study.  The repeated

disturbances by the tillage would limit the time needed for the aggregates to

grow and stabilize.  In contrast, the conservation and restored prairie sites had

coarser size aggregates due to the minimized disturbances (Figure 4.5).  The

DMWD was highest in the restored prairie, followed by conservation sites,

and lastly conventional management (Figure 4.6).  These findings could be

explained in part by tillage intensity, which breaks apart soil structure and

chronically disrupts time-sensitive aggregation processes [Castro Filho et al.,

2002].  A slight bimodality is observed in these sites, which are steeper and

more energetic, the reasons for which are related to the sorting along the

downslope flow pathway.

 SMAGG stability is influenced by management.  The restored prairie soils

had the highest stability, followed closely by the soils from both conservation

sites (Figure 4.8).  The lowest stability was found in the soils from the

conventional sites.  These findings are supported by Bossuyt [2002], Elliott

and Cambardella [1991], and others who reported higher stability under no-till

when compared to conventional tillage.  Concerning the two conservation

sites, smaller variability in stability values are seen at site Z1-P1, which could

be explained through the added controls provided by the contour tillage,

which would inhibit the sorting and enhanced heterogeneity that would occur

with the runoff and erosional/ depositional processes that are highly sensitive

to aggregate dynamics [Hatfield et al., 1998; Hajabbasi and Hemmat, 2000].

In terms of the conventional sites, higher variability in stability values were

found at site Z1-P5 compared to sites Z3-P1 and Z3-P2.  This is possibly

explained through the higher hillslope gradient, which relates to more active

flow pathways in the downslope [Papanicolaou et al., 2015].
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 SMAGG size distributions are influenced by landscape position.  In 

general, coarser size fractions were found at the top of the hillslopes, while the 

bottom positions were more prevalent in the smaller fractions (Figures 4.7).  

This could be attributed to the preferential removal of finer fractions from 

eroding portions of the hillslope [Warrington et al., 2009; Wang et al., 2014].  

The largest variability in DMWD values was found at the high-gradient, high-

energy sites, which would have higher carrying capacities along the 

downslope [Tucker and Bras, 1998; Papanicolaou et al., 2015]. 

 SMAGG stability is influenced by landscape position. In general, aggregate 

stability was found to be higher in the eroding sections (crest, midslope) of the 

hillslope when compared to depositional toeslope (Figure 4.9).  Similar 

findings have been reported within other agricultural systems by Pierson and 

Mulla [1990], Hoyos and Comerford [2005], and others.  This trend is not as 

pronounced in the low gradient sites of Z3-P1 and Z3-P2, which may 

experience more prolonged rainsplash effects instead of concentrated runoff 

generally found in steeper gradients [Favis-Mortlock et al., 2000; 

Papanicolaou et al. 2010].  This explanation is further supported by the 

corresponding higher stability and DMWD values in upslope areas which are 

indicative of the preferential removal of the finer fractions by splash 

dominated effects.   

 SMAGG size distribution (DMWD) is related to SMAGG stability. Figure 

4.10 provides a positive overall correspondence between stability and 

DMWD.  As DMWD increases, aggregate stability increases.  The lowest 

stability and DMWD are found in the soils under conventional management, 

with the highest values present in the restored prairie.  A middle range exists 

between these groups consisting of the soils from the conservation sites. 

 

Overall, this study offers some valuable insight into the controls that 

management, landscape processes, and climate have on aggregate dynamics.  Decreasing 

mechanical breaking (tillage) and kinetic energy from raindrop impacts may enhance 
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aggregation and size, which can positively affect stability by allowing more time.  Soil 

aggregates have been shown to have higher carbon contents than bulk soil due to 

encapsulated organic material and preferential binding of clay particles.  However, there 

are some caveats here that need to be addressed.  Not accounting for raindrop-induced 

mobilization and transport of aggregates due to runoff in more realistic settings such as 

field plots could lead to significant errors in redistribution estimates at the hillslope scale 

which would propagate at larger extents in the landscape.  The mobilization of aggregates 

due to raindrop and runoff impact may also provide some key insight on available size 

fractions preferentially entrained in various flow conditions and information needed for 

modeling.  The presented study at this phase, does not consider the role of runoff on 

SMAGG proxy-measures because as noted such examination may require laborious and 

extensive in-situ field experimentation with rainfall simulators where dynamic 

characterization of aggregate proxy-measures can be feasible [Barthes and Roose, 2002; 

Papanicolaou et al., 2011].  Future studies must address this limitation by performing 

systematic rainfall erosion experiments in the field that overlap with the management and 

landscape positions examined here in order to assess the aggregate susceptibility for 

IMLs in a more dynamic and realistic setting than considered here.



www.manaraa.com

82 
 

CHAPTER 5. LANDSCAPE ORIENTED MODELING FRAMEWORK 

5.1 Introduction 

Despite considerable gains in knowledge about SOC processes, most studies have 

been geospatially limited to the soil profile thereby failing to account for the effects of 

landscape heterogeneity on SOC redistribution and storage [e.g., Tornquist et al., 2009].  

In addition, the majority of these studies has been performed in punctually disturbed 

ecosystems, such as grasslands and forests, rather than constantly disturbed IMLs [e.g., 

Li et al., 1997; Yoo et al., 2005; Parton et al., 2007]. 

Only a handful of models have the capacity to incorporate the effects of 

rainsplash/runoff and tillage erosion, defined herein as “collective erosion”, and 

deposition on SOC predictions at the watershed scale [Van Oost et al., 2000; 2005].  

Rainsplash triggers redistribution of the finer fractions of soil through sheet erosion 

which provide lateral inputs to rills.  Rills, in turn, erode soils and SOC on their own due 

to concentrated flows.  They also convey the total eroded material (e.g., sediment and 

SOC) downslope from erosion-dominated areas to deposition-dominated areas.   

Tillage has several effects on SOC redistribution and storage potential through a 

series of mechanistic processes [Moore and Burch, 1986; Van Oost et al., 2000; Billings 

et al., 2010; Lal, 2011].  These include the incorporation of residue within the soil profile 

and fracturing of soil aggregates which exposes lighter size fractions of carbon-enriched 

material to selective entrainment by flow [Kuhn et al., 2009; Papanicolaou et al., 2009; 

Van Oost et al., 2009].  Selective entrainment of the lighter size fractions affects the 

enrichment ratio (ER), which is a unique measure of change in available SOC through the 
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enrichment or depletion of the finer size fraction of organic rich soils [Palis, 1990; Wang 

et al., 2013].   

Changes in Land Use/ Land Cover (LULC) and associated management practices 

in agricultural IMLs can lead to a higher degree of spatial heterogeneity and temporal 

variability in SOC redistribution [Parkin, 1993; Abaci and Papanicolaou, 2009; Dlugoβ et 

al., 2010; Kravchenko and Robertson, 2011; Du and Walling, 2011; Stavi and Lal, 2011; 

Navas et al., 2012].  These different practices lead to changes in the percentage of bare 

soil, tillage depth, fertilization, and soil roughness.  The degree that these changes 

influence SOC redistribution and storage may vary depending on the hillslope location 

and the magnitude of the hydrologic event.  In fact, SOC changes may be significantly 

different in erosion-dominated (i.e., upslope) areas of a hillslope versus deposition-

dominated (i.e., downslope) areas, with significant effects on net gains or losses in the 

SOC stored in these zones [Van Oost et al., 2006; Wang et al., 2015].  It is, therefore, not 

surprising that most of the available biogeochemical models, being soil profile models or 

“point models in space”, tend to overestimate or underestimate SOC storage predictions 

in IMLs as they do not account for outputs or inputs of mobilized SOC [e.g., Parton et al., 

1987; Paustian et al., 1992; Harden et al., 1999; Manies et al., 2001; Mangan et al., 2004; 

Jarecki et al., 2008; Tornquist et al., 2009; Wilson et al., 2009; Van Oost et al., 2006; 

Bortolon et al., 2011; van Groenigen et al., 2011; Vaccari et al., 2012].  

Some studies have linked existing biogeochemical models (e.g., ROTH-C, 

DNDC, CENTURY) with lumped erosion models, such as those based on the Universal 

Soil Loss Equation (USLE) or its modifications [e.g., Monreal et al., 1997; Manies et al., 

2001; Zhang et al., 2014], to account for losses of SOC along the downslope.  These 
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erosion models tend to provide long term (100-yr. time window) estimates of eroded 

SOC fluxes, but are neither able to capture the seasonal variability in SOC distribution 

[Harden et al., 1999; Li et al., 2001; Blaschke and Hay, 2001] nor account for SOC 

deposition [Gregorich et al., 1998; Van Oost et al., 2006]. 

Recently, significant modeling efforts have accounted for the dynamics of 

collective erosion and the role of deposition on SOC redistribution and storage [e.g., 

Billings et al., 2010; Dlugoβ et al., 2010; 2012].  However, these models do not 

adequately incorporate the effects of selective entrainment and deposition of the finer size 

fraction of organic rich soils by the flow [Van Oost et al., 2005; Dlugoβ et al., 2010; 

2012].  The ER is currently assumed to be equal to unity [Teixeira and Mishra, 1997] or 

to obtain a constant value greater than unity.  On the contrary, it is anticipated that the 

range of ER values may vary depending on hillslope location and the magnitude of the 

hydrologic event leading to an overestimation of the SOC displaced [Kuhn et al., 2009; 

Thompson et al., 2010; Hu et al., 2013].   

The goal of this study is to provide spatiotemporal predictions of SOC stocks at 

the hillslope scale by accounting for the role of selective entrainment and deposition on 

SOC redistribution under different hydrologic and LULC conditions.  SOC predictions 

are made following a similar discretization approach suggested by Berhe et al. [2012] 

where the hillslope is partitioned into two control volumes (CVs): an upslope zone and 

downslope zone (Figure 5.1).  An ER module is developed to account for selective 

entrainment and deposition in both zones.  The backbone of the proposed modeling 

framework is based on the recognition that (i) interrill splash erosion is of equal 

importance to rill erosion for soil dislodgement and therefore should not be ignored in 
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estimating ER for both the upslope (CV I) and downslope (CV II) zones [Hu et al., 2013]; 

and (ii) ER estimations for CV II are strongly affected by material contributions from CV 

I which in turn affect the potential for material mobilization or settling in CV II under 

different hydrologic and LULC conditions.   

The proposed landscape-oriented approach is demonstrated at the hillslope scale 

(0.01 km2) in a case study site of the U.S. Midwest, namely Clear Creek, IA.  The Clear 

Creek watershed is an ideal location for resolving SOC fluxes due to the data availability 

on soil, hydrologic, and land use properties [Papanicolaou and Abaci, 2008; Abaci and 

Papanicolaou, 2009].   

We first estimate ER values for both CVs I and II at the hillslope scale for 

different hydrologic and LULC conditions.  Second, using the improved ER estimates for 

the two CVs we evaluate the effects that management practices with different crop cover, 

tillage depths, fertilization, and soil roughness characteristics have on SOC redistribution 

in CVs I and II.  The simulations are supplemented with detailed site historic and current 

management practices as well as climate data (benchmark dates of the different 

management practices within the simulation period are detailed in section 5.3.2).  To 

assess the predictive capabilities of the newly developed framework, samples collected 

from representative field locations in Clear Creek for recent years are compared with 

model predictions. 

5.2 Integrative WEPP-CENTURY Models 

Two established process-based models, namely, the Watershed Erosion Prediction 

Project, WEPP [version 2012.8] and the biogeochemical soil-column model, CENTURY 

[version 4.6] are considered in this modeling framework.  Detailed reviews of WEPP and 
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CENTURY are provided by Parton [1987] and Flanagan [2007], but the emphasis in this 

dissertation is on the steps involved in the coupling of the two models and an enrichment 

ratio (ER) module. 

The WEPP and CENTURY models are coupled here in a loose sense (see Figure 

5.1).  The soil profile within a control volume (CV) represents the spatial domain of the 

CENTURY model.  It is made up of a top layer (i.e., active layer), and a lower sub-

horizon layer, known as the parent layer.  The CENTURY model simulates changes in 

SOC stocks within the soil active layer through inputs from litter incorporation and losses 

through microbial decay [e.g., Parton et al., 1987; Jarecki et al., 2008; Tornquist et al., 

2009; Wilson et al., 2009; Vaccari et al., 2012; Zhang et al., 2013].  However, the 

CENTURY model alone cannot explicitly simulate the fluxes of SOC entering or exiting 

the active layer through collective erosion effects [Campbell et al., 1996; Metting et al., 

1999].   

The WEPP model is utilized in the study to bridge these missing features found in 

CENTURY, specifically by incorporating the ability to account for downslope variability 

in key soil parameters (e.g., roughness, bulk density, critical erosional strength, and 

hydraulic conductivity) and provide size fraction (textural) updates to the soil active layer 

[Foster, 1982; Nearing and Nicks, 1998; Pieri et al., 2007], all of which can strongly 

influence SOC fluxes.  WEPP, however, in its present state, cannot adequately 

distinguish contributions of material from rill and interrill areas when estimating ER 

[Vásquez et al., 2005; Thompson et al., 2010], or have the ability to simulate the ER of 

material being deposited, as it only tracks the ER of exiting material [Flanagan and 

Nearing, 2000].    
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To address in part these limitations, an ER module was developed, that links the 

WEPP and CENTURY models.  The ER module considers separate formulae for 

determining the transport capacity for rill and interill erosion [Yalin, 1963; Abrahams et 

al., 2001] to allow for a better representation of the size fractions of material being 

redistributed and corresponding SOC enrichment for eroding and depositional sections. 

For the upslope CV I, the ER is calculated as the ratio of the concentration of eroded 

fractions contributed by rill and interrill processes to that of the total available 

concentration found in the active layer prior to an event, e.g., in situ soil.  The ER for the 

downslope section (CV II) can be estimated for either a net erosion or deposition event, 

depending on the direction of the flux (positive direction = net erosion, negative direction 

= net deposition).  The direction of the flux greatly affects the contributions of material 

from the upslope CV.  If net erosion occurs then ER is determined the same as the 

upslope section.  For net deposition, the ER is estimated as the ratio of the concentration 

of incoming deposited material to the concentration of material eroded from rill and 

interrill processes in the upslope CV I.   

Daily outputs of updated ER values along with the daily net soil fluxes and size 

fractions from the ER module and WEPP are aggregated to the monthly time scale and 

are then used as input into CENTURY to provide SOC stocks within a CV.  In addition, 

SOC stocks are continuously updated due to mechanisms of decay and physicochemical 

stabilization.  The next sections describe the assumptions of the proposed landscape 

oriented approach, as well as the enhanced redistribution mechanism formulation that this 

framework offers.   
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Figure 5.1 Linked WEPP-CENTURY modeling framework. A hillslope is segmented into 

control volume (CV) sections composed of a flow region, soil active layer, and 

parent layer. (i) The WEPP model and ER module are used to simulate the 

mobilization, transport, and deposition of soil size fractions and SOC along the 

hillslope. (ii) The integrative modeling framework allows the CV active layer to be 

updated via redistribution (from Figure 5.1i) as well as physical mechanisms 

(processes) of decomposition, stabilization, and litter incorporation 

5.2.1 Modeling Assumptions 

The proposed landscape-oriented approach is based on the following eight 

assumptions: 

1. The distribution of rainfall is uniformly applied to the CVs at the hillslope scale 

[Elhakeem and Papanicolaou, 2009].  Soil properties within each CV are treated as 

homogeneous but heterogeneous between the two CVs, which are updated during 

the simulations. 

2. The impact of tillage events is to exacerbate the effects of rainfall/runoff erosion on 

SOC stocks rather than directly displacing soil in the downslope [Quine et al., 1999; 

Van Oost et al., 2005].  

3. A fixed fraction of the SOC transported in runoff is considered to be mineralized so 

that the C loss due to mineralization of SOC in the transported soil can be estimated 

by a simple relation.  In our study it is assumed that 20% of the mobilized material 

is mineralized [Lal, 2006; Yadav and Malanson, 2009]. 
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4. Soil is mobilized and transported through both interrill and rill processes [Zhang et

al., 2003; Wang et al., 2013], where rainsplash effects dominate the interrill areas

[e.g., Gilley et al., 1985; Gabet and Dunne, 2003] and concentrated overland flow 

is the main driver for soil particle movement in rills [e.g., Römkens et al., 2002; 

Rieke-Zapp and Nearing, 2005].  

5. The capacity of a soil particle to bind SOC is proportional to its surface area and the

affinity of its surface to hold carbon [Palis et al., 1997; Thevenot, 2010; Wäldchen

et al., 2012; Wang et al., 2013]. 

6. The soil continuum is composed of both primary particles and aggregates [Foster et

al., 1985].  The primary particles (i.e., clay, silt, and sand) are each assigned their

median diameters.  Aggregates are partitioned into small and large aggregates, with 

specific gravity values of 1.8 and 1.6, respectively.  The size distribution and 

composition of mobilized soil particles is based on the availability of the range of 

size fractions found within the active layer of the soil column [Foster et al., 1985].  

Rill and interrill areas are source contributors of different size fractions to the active 

layer.  The eroding zone is treated as supply-limited (i.e., no incoming material 

from upslope sections) [Yalin, 1963; Abrahams et al., 2001]. 

7. Surface residue is distributed homogenously across the soil surface of each CV, and

is incorporated vertically within the soil active layer profile during a tillage event

[Salinas-Garcia et al., 2002; Flanagan et al., 2012].  

8. SOC biogeochemical stabilization within the active layer is treated as a continuous

process that includes not only supply contributions from decayed labile forms of

SOC, such as root exudates and residue leachates, but also the decayed portions of 

incorporated residue and roots,  which are relatively more decay-resistant than fresh 

plant material [Six et al., 2002; Olchin et al., 2008].  

5.2.2 Enhanced Model Formulation 

In the sub-sections below, we provide the basic relationship used to estimate SOC 

stocks within the active layer followed by the key formulation for estimating daily soil 
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fluxes, enrichment ratios, textural updates of the active layer, and related monthly-

aggregated SOC fluxes and changes. 

Updates in soil flux inputs/outputs along with updates in textural and soil 

microclimate conditions affect rates of decomposition, stabilization, and respiration 

within the soil profile [Paustian et al., 2006].  Appendix A provides key formulation for 

the hydrologic component and Appendix B describes formulation for the decomposition, 

stabilization and respiration processes.  All formulation is presented below in index 

notation. 

5.2.2.1 Estimation of SOC Stocks within the Active Layer   

The stock of SOC (g C/m2) present within the active layer of CV i at time j,

  j

iACTSOC , is defined as follows:  

 

j

i

ACT
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


          [Eq. 5.1] 

 

where 
ACTBulk is the dry soil bulk density of the active layer at time j (g/m3); 

ACTCarbonM is 

the mass of carbon in the active layer (g); 
ACTSoilM  is the mass of soil within the active 

layer (g); and 
ACTD is the active layer depth (m).   

Studies in agricultural fields have shown that the dry bulk density values can 

fluctuate sub-seasonally or seasonally via management and microclimate perturbations 

[Logsdon and Karlen, 2004; Osunbitan et al., 2005; Burras et al., 2008].  To reflect these 

changes, we estimate the dry bulk density within the soil active layer,
ACTBulk , of CV i at 

time j, with (assumption 2): 

      DTEj

iwtrf
j

itill
j

ibulkACT


  ΔΔ                 [Eq. 5.2] 
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where 
till  is the dry bulk density value following a particular tillage event (g/m3); DTE 

is the number of days since the last tillage disturbance; 
rfΔ   is the increase in density 

due to rainfall consolidation (g/m3); and 
wtΔ   is the increase in density due to 

weathering consolidation (g/m3) that is mostly triggered by heavy equipment [e.g., 

Williams et al., 1984; Flanagan et al., 2007].   

5.2.2.2 Estimation of Net Soil Fluxes and ER-“The ER module” 

The steps involved in estimating the net soil fluxes and ER for daily 

rainfall/runoff events via WEPP and the ER module are outlined in Figure 5.2 and are as 

follows: (i) determination of interrill contributions of different size fractions (five 

fractions are used in this study) using an improved interrill transport capacity formula, 

see Eqs. [5.5-5.7]; (ii) determination of rill contributions and routing of the transported 

soil flux of different size fractions (both interrill and rill contributions) along the 

downslope, see Eqs. [5.8-5.10]; (iii) updating the composition of the active layer based 

on the net fluxes of material of each size fraction, see Eq. [5.11], and; (iv) aggregating the 

daily net fluxes to a monthly scale to estimate losses or gains in SOC stocks, see Eqs. 

[5.12-5.17]. 

Size Fractions: We take advantage of existing WEPP features to represent size 

fractions of soil (denoted by p).  WEPP employs five size fractions (p=1,...,5) 

representing the soil matrix as both primary particles and aggregates [Foster et al., 1985].  

The primary particle diameters clayd , 
siltd , and 

sandd , are assigned median values of 0.002 

mm, 0.010 mm, and 0.2 mm, respectively.  The diameter, smagd , of small aggregates (mm) 
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is approximated using the following empirical equations where cl denotes the clay 

percentage [Foster et al., 1985]: 

smag

. cl .

d . (cl . ) . . cl .

. cl .




    
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0 030 0 25

0 2 0 25 0 030 0 25 0 60

0 100 0 60

    [Eq. 5.3] 

 

For large aggregates, the diameter, lgagd  (mm), is determined as follows: 

lgag

. cl .
d

cl cl .


 



0 300 0 15

2 0 15
            [Eq. 5.4] 

 

In WEPP small and large aggregates, are assigned specific gravity values of 1.8 

and 1.6, respectively. If coarser material fractions were present WEPP can easily 

incorporate them by modifying the number of soil size fractions p. 

Interrill Erosion: For each size fraction p, the interrill detachment rate, 
ipD  inte

(g/s/m), is estimated as:     

ii intepp inte DfD         [Eq. 5.5]  

 

where pf  is the mass fraction of size fraction p in the active layer and 
iDinte
 (g/s/m) is 

calculated as 
iiii

RIKD intinteintinte   [Foster et al., 1995] where 
i

Kint  is the interrill 

erodibility (g/s/m4); eI  is the effective rainfall intensity (m/s); 
iint is the interrill runoff 

rate (m/s); and 
i

Rint  is the width of the interrill area.   

To estimate soil contributions to rills from interrill areas, we introduce into the ER 

module the Abrahams et al. [2001] transport capacity formula, rewritten for each size 

fraction as follows: 

   pppsppint ddSGgTC
i

5.0
1    [Eq. 5.6] 
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where
ipTCint (g/s/m) is the sediment transport capacity of size fraction p in the CV; pSG

is the particle specific gravity (-) of each size fraction p; sp is the particle density

(g/m3); pd is the median particle diameter (m) for each fraction p; 
*

int ip is the

dimensionless shear stress acting on size fraction p (-); 
*

int  c ip is the dimensionless critical

shear stress (-); 
i

uint is the interrill flow velocity (m/s); 
i

u int* is the shear velocity (m/s); 

spw is the settling velocity (m/s) of the median particle diameter; and a and c are

regression coefficients dependent on the concentration of roughness elements; 
i

Crint (-),

and the characteristic roughness diameter, 
i

Drint (m) in the CV.  

If the transport capacity of the size fraction,
ipTCint , is greater than its detachment 

rate, (i.e., 
ii p intepint DTC  ), then the interrill supply,

ipDint , of the size fraction to the rill

(per unit rill area; kg/s/m2) is determined as: 

rill

p inte

pint
w

D
D i

i
 [Eq. 5.7a] 

where 
rillw  is the width of the rill (m).  On the other hand, if 

ii pp DTC  inteint  , then
ipDint

(g/s/m2) is calculated as follows : 
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where   is a turbulence re-suspension coefficient (assigned a value of 0.5) and pws  is 

the settling velocity for size fraction p (m/s) estimated using the approach described in 

Fox and Papanicolaou [2007]. 

Rill Erosion and Downslope Particle Transport: A steady-state form of the 1-D 

sediment continuity equation is used to account for the collective net fluxes contributed 

in the downslope by the interrill and rill areas.  The downslope flux equation for each size 

fraction is solved along a rill where the contributions of interrill areas are assumed to 

occur laterally along the rill longitude: 

ii p rillp intipACT DDG ,
     [Eq. 5.8] 

 

where pGACT  (g/m/s) is the transported soil load of size fraction p derived from the active 

layer within CV i;[,] implies the derivative of pGACT  in the downslope; 
ipDint  is the net 

interrill flux rate of size fraction p (g/s/m2) determined with Eq. [5.7]; and 
ipD  rill  is the 

net rill flux rate of size fraction p (g/s/m2).    

For determining whether net erosion or deposition is occurring within CV i, the 

rill flow transport capacity, 
ipTC  rill (g/m/s), is determined using the Yalin [1977] formula: 
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where  
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where pSG is the particle specific gravity (-) of size fraction p; g is the acceleration due to 

gravity (m/s2);  is the density of water (g/m3); pd is the particle diameter (m) of size 

fraction p; 
ip rill o is the hydraulic shear stress (Pa); 

ip rill c is the critical erosional strength

(Pa); 
*

 rill ip denotes the dimensionless shear stress acting on the rill bed;
*

 rill c ip denotes

the dimensionless critical shear stress (-), and 0 and   are dimensionless parameters

that reflect the soil properties [Foster and Meyer, 1972; Alonso et al., 1981; Finkner et 

al., 1989]. 

When net erosion occurs for a size fraction (i.e., 
ii pp GTC ACT rill  ) the rill erosion

rate, 
ipD  rill (kg/s/m2), is determined as: 

 
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i
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iiii
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p rill cp rill op rillp rill
TC

G
KD 1 [Eq. 5.10a] 

where 
ipK  rill denotes the rill erodibility (s/m) that is a function of surface roughness and 

soil textural properties.  When there is net deposition (i.e.,
ii pp GTC ACT rill  ),

ipD  rill is 

determined as: 
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 
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
    [Eq. 10b] 

where iq  rill  is the unit discharge (m²/s) in the rill; spw is the settling velocity; and 

(~0.5) is a raindrop-induced turbulent coefficient [Lindley et al., 1995].   

Active Layer Composition Updates: Eqs. [5.5-5.10] are solved for each size 

fraction to accommodate textural changes in the soil active layer in CENTURY.  At the 

end of each time step, the updated mass fraction, 
1

ACT

j

pif , of each size fraction p in the soil 

active layer of CV i at time j+1 is determined as follows [Papanicolaou et al., 2011]: 
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where 

  PARpisii
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1
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where 
j

piMassACT  is the mass with size fraction p in the active layer at time j (g); 

erodpiMass is the mass with size fraction p (g) that eroded within time interval DT; 

depopiMass is the deposited mass with size fraction p (g) within DT; i
ACV  is the surface 

cross-sectional area (m2) of CV i; ARpifP  is the mass fraction of size fraction p transferred 

to (- if under net deposition) or incorporated from the parent layer (+ if under net 

erosion); si  is the bulk density of the parent layer (under net erosion) or the active layer 

(under net deposition); and iDZ  is the net change in bed elevation (m) for CV i 

accounting for the net flux of material for all size fractions and the soil porosity.    
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Soil Enrichment and ER Determination: We determine the ER of mobilized and 

deposited soil in the CVs by determining the specific surface area of the active soil 

material as follows:   


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where mpf is the proportion of size fraction p in the material being considered (i.e. active 

layer, mobilized or deposited material ); pfrsnd , pfrslt , pfrcly , and pfrorg  are the mass 

proportions of sand, silt, clay and organic matter in each size fraction p, respectively; and 

sndSSA , sltSSA , clySSA , and orgSSA  are the specific surface areas of sand (0.05 m2/g), silt 

(4.0 m2/g), clay (20 m2/g), and organic carbon (1000 m2/g), respectively [Sposito, 1989; 

Flanagan and Nearing, 2000].  For in-situ soils, pfm  is the proportion of size fraction p in 

the soil active layer, whereas for mobilized and deposited soils, mpf  is the proportion of 

size fraction p in the total eroded and deposited soil fluxes, respectively.  The value of 

1.73 is used to convert the fraction of organic matter to organic carbon [e.g., Neitsch et 

al. 2002].    

The capacity of a soil particle to bind SOC is proportional to the particle’s surface 

area [Palis et al., 1997; Wang et al., 2013] and the soil enrichment ratio of CV i at time j,

 j

i
ER

ACTErod , (assumption 5) can be expressed as:   
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where 
ACTErodSSA  is the specific surface area of eroded soil (m2/g); and 

ACTSOILSSA  is 

the specific surface area of the in situ soil (m2/g).  To determine the enrichment of the 

material being deposited within CV i at time j,  j

i
ER

ACTDepo  the following expression is 

used: 
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where 
ACTDepoSSA  is the specific surface area of deposited soil (m2/g) and 

ACTMobSSA  is 

the specific surface area of the total mobilized soil from which material is deposited 

(m2/g). 

Net SOC Fluxes within the Soil Profile: The net flux of material,   j

i
GACT  in g/s, 

from CV i at time j is calculated as the sum of the fluxes of all the size fractions (i.e.,

    
p

j

irillp

j

i
wGG ACTACT ).  The calculated   j

i
GACT  values are aggregated for each month 

to estimate the loss or gain in SOC for the month.  For net erosional events (i.e., 0ACTG ) 

the loss of SOC for CV i in a given month j,  j

i
SOC

ACTNetErod , is estimated as:  
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where 
ACTBulk  is obtained from Eq. [5.2]; and ACTErodER  is the enrichment ratio of 

monthly-aggregated material leaving the CV (see Eq. [5.13]).   
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Per assumption 3, the portion of  j

i
SOC

ACTNetErod  that is considered to be mineralized 

during transport,  j

i
SOC

ACTOX , is estimated as follows: 

    j

iNetErodOX
j

iOX ACTiACT
SOCfSOC     [Eq. 5.16] 

 

where 
i

fOX is a fixed fraction assumed to be 20% [Yadav and Malanson, 2009] in this 

study.  For net depositional events ( 0ACTG ), fluxes of SOC being deposited within CV i 

in month j,  j

iNetDepoACT
SOC  are expressed as:  

      

 
  j

iDepoj

iACT

j

iACTj

iNetErodiOX
j

iNetDepo ACTACTACT
ER

G

G
SOCfSOC

1
111


  [Eq. 5.17] 

 

where  j

iNetErodACT
SOC

1
is the stock of SOC entering CV i from the upslope; and 

 j

iDepoACT
ER  is the enrichment ratio of monthly-aggregated material being deposited 

within CV i (see Eq. [5.14]). 
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Figure 5.2 ER module and SOC stock updates. The enrichment ratios and SOC stock 

updates in the upslope and downslope zones are determined taking into account the 

mobilization and deposition of the different size fractions in both rill and interrill 

areas. The ER module considers the flow transport capacity in each area of the CV 

and updates the composition of the active layer with each event 
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5.2.2.3 Updating SOC Stocks  

Using the above outputs from WEPP and the ER-Module as inputs to the 

CENTURY model, CENTURY is run sequentially for each CV along the downslope, 

simulating SOC dynamics from the impact of management and climatic events.  Stocks 

of available SOC within the soil active layer are first determined (Eq. [5.1]).  At the end 

of each month j, the net change in total SOC in the soil active layer of CV i, 
  j

iACTSOC
, 

in g C/m2, is calculated as follows based on inputs from Eqs. [5.15 and 5.17].   

For net erosion: 

        11 


j

iNetErodHetSOCesDR
j

iACT
j

iACT
j

iACT ACTACTACT
SOCRSTABSOCSOCSOC [Eq. 5.18a] 

For net deposition: 

        11 


j

iNetDepoHetSOCesDR
j

iACT
j

iACT
j

iACT ACTACTACT
SOCRSTABSOCSOCSOC [Eq. 5.18b] 

where 
ACTesDSTABR  is the net amount of SOC that was stabilized from decayed residue 

and root stocks for the month (g C/m2; assumption 8; see Appendix B for more detail); 

and 
ACTHetSOCR  is the heterotrophic soil respiration during SOC decomposition for the 

month (g C/m2; see Appendix B for more detail). 

5.3 Study Site Characteristics 

5.3.1 Topographic Characteristics 

The representative hillslope selected here is located within a region of the Clear 

Creek watershed where the predominant soil series is Tama (Fine-Silty, Mixed, 

Superactive, Mesic Typic Argiudoll), a mollisol, or prairie-derived soil, that is well-

drained and formed from loess [Bettis et al., 2003].  Since European settlement, over 80% 
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of the watershed has been converted from intrinsic prairie conditions to row crop 

agriculture.  

Although the watershed features a mosaic of convex and concave hillslopes 

[Dermisis et al., 2010], the selected representative hillslope has a convex, downslope 

curvature as it represents the worst case scenario in terms of soil and SOC loss [e.g., 

Huang et al., 2002; Rieke-Zapp and Nearing, 2005; Hancock et al., 2006; Dermisis et al., 

2010].  The representative hillslope has an elevation drop of 22.5 m along a downslope 

length of 430 m yielding a declination of 5%, which is the approximate average gradient 

for the watershed [Dermisis et al., 2010].   

For the case study, both upslope and downslope zones (CVs) have the same soil 

series, which is Tama.  The representative hillslope does not extend all the way to the 

floodplain where the dominant soil series is Colo.  The length and average gradient of the 

upslope were 320 m and 5.8%, respectively, and of the downslope, 110 m and 3.5%, 

respectively.  

5.3.2 Management Practices 

A detailed time series of local, historical management practices is provided in 

Table 5.1.  The first cultivation practices were introduced around 1930 following a final 

burn and intensive breakup of prairie sod with the moldboard plow [Hart, 2001].  A 5-yr 

diverse crop rotation of corn-corn-oat-meadow-meadow (CCOMM) w/organic fertilizer 

was then adopted.  In years 1 and 2 of that rotation, corn (Zea mays) was planted and the 

moldboard plow was used for both spring and fall tillage.  Oats (Avena sativa) and alfalfa 

(Medicago sativa) were planted simultaneously in year 3 of the rotation with the oats 

acting as a companion crop to protect the alfalfa from excessive sunlight exposure and 
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weed competition.  Grain harvest of the oats was performed in late summer of year 3 

while in years 4 and 5, the alfalfa was cut and baled for hay twice per year.  In each year 

of this 5-yr rotation, manure applications were applied in both spring and fall.  However, 

in 1951, these manure applications were replaced with inorganic fertilizers [Keeney and 

Hatfield, 2008].  

During the early 1970’s, grain prices and demand began to surge, which prompted 

shifts of many bio-diverse crop rotations (e.g., CCOMM) to more intensified production 

of other commodity crops [Rupnow and Knoox, 1975; Trautmann et al., 1985].  From 

1976-1990, soybeans (Glycine max) replaced oats and alfalfa grasses in a 3-yr rotation of 

corn-corn-beans, CCB.  The CCB management period consisted of larger fertilizer 

applications and higher tillage intensity with the use of the chisel plow [Reicosky et al., 

1997; Keeney and Hatfield, 2008].  

In the 1990’s intensified practices were replaced with more conservative tillage 

practices, including the 2-yr corn-soybean rotation of spring till corn/no-till bean, STC-

NTB [Abaci and Papanicolaou, 2009].  During corn production in the 1st year of the 

rotation, a field cultivator performed reduced spring tillage prior to planting.  In the 2nd 

year of the rotation, soybeans were planted under no-till conditions, with only minor 

disturbances to the soil from ripple coulters to chop up and remove residue stubble when 

planting.  Fertilizer applications of anhydrous ammonium were knifed into the soil 

following soybean harvest when soil conditions were favorable [Keeney and Hatfield, 

2008]. 
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Table 5.1 Local Historic Management Practices Used in Model Simulations a 

Time 

Period 
Management Rotation(yr.) Crop Tillage Fertilizer 

 

1930-

1975 

C-C-O-M-M 1 Corn MP Manure,  

(Diversity) 2 Corn MP inorganic 

 3 Oats -  

 4 Alfalfa -  

 5 Alfalfa -  

1976-

1990 

C-C-B 1 Corn CP Broadcast 

(Intensification) 2 Corn CP urea 

 3 Soybean CP  

1991-

2010 

STC-NTB 1 Corn FC Anhydrous 

(Conservation) 2 Soybean - ammonium 
a MP, moldboard plow; CP, chisel plow; FC, field cultivator. 

5.3.3 Climatic Conditions 

Due to the mid-continental location of Iowa, the climate for Clear Creek is 

characterized by hot summers, cold winters, and wet springs [Highland and Dideriksen, 

1967].  Daily high temperatures reach an average July maximum of 30°C, while daily 

low temperatures reach an average minimum of -10°C in February [Markstrom et al., 

2012].  Average annual precipitation is approximately 876 mm/yr with convective 

thunderstorms prominent in the early summer and snowfall in the winter [Iowa 

Environmental Mesonet, 2015].  For site specific information, the observed data from a 

neighboring weather station found in Williamsburg, IA was used [Arnold and Williams, 

1989; Gete et al., 1999; Abaci and Papanicolaou, 2009].  We focus on the period of 1930-

2010 as this is the period coinciding with the different management periods described 

earlier (see Table 5.1). 

The time series of historic monthly precipitation for the period of 1930-2010 

highlights a sequence of seasonal Gaussian distributions, with the peak rainfall in the 
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watershed being received in May and June of each year [Abaci and Papanicolaou, 2009].  

In addition to the seasonal variability, several notable extreme climatic events, namely 

floods and droughts, have occurred throughout this time period, with implications to the 

overall carbon cycle [Reichstein et al., 2013].  Two major flooding events occurred in 

years 1982 and 1993 [Heinitz, 1986; Mutel, 2010] and an intensive drought period in 

1988 [Handler, 1990].  

5.4 Methodological Procedures  

5.4.1 Model Initialization and Calibration 

Prior to performing model simulations, the initialization and calibration steps of 

the loosely-coupled models were conducted.  Careful attention was first placed on the 

initialization of CENTURY to ensure that the initial stocks of SOC adequately 

represented the conditions found within the active layer (top 20 cm) before introducing 

cultivation practices.  The model was run for an extended period of time prior to 1930 to 

allow key biogeochemical processes and recalcitrant pools of SOC within CENTURY 

sufficient time to reach the pseudo-equilibrated state conditions where conditions do not 

change in an average sense with time [Metherell et al., 1993].  The year 1930 is 

considered a benchmark date to our modeling efforts as this is the year that the first 

cultivation practices were introduced.  

Calibration was needed for both models.  Topographic data (section 5.3.1) as well 

as longitudinal data of changes in management practices (section 5.3.2) and climate 

records (section 5.3.3) helped us perform the calibration procedures.  Next, a description 

of initialization and calibration steps follows.  
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During the initialization period, intrinsic prairie conditions were considered, as a 

tall grass has been historically found throughout much of Iowa and the Midwest with 

minor grazing from free-range buffalo, and a 10-year fire frequency [Table 5.2; Hart, 

2001; Weaver, 1968; Delucia et al., 1992; Macha and Cihacek, 2009; Kaiser, 2011].  For 

the representative hillslope, an initial stock of SOC (at t = 0) was first estimated as 5,500 

g C/m2 using the semi-empirical relation developed by Burke [1991], which considers 

average annual climatic and soil texture conditions as input parameters. Then, assuming 

the presence of the Big Bluestem (Andropogon gerardii Vitman), the model was run until 

the SOC stocks reached pseudo-equilibrated values of 4,520 g C/m2 after approximately 

4,000 years.  This pseudo-equilibrated value of SOC agrees with the ranges of the 

reported field measured SOC stocks found within the Dinesen prairie, a remnant, native 

tallgrass prairie, the closest “undisturbed” location with SOC measurements to the study 

site [Harden et al., 1999; Manies et al., 2001].  No initialization of WEPP was needed 

since it was reasonable to assume that SOC mobilization due to erosion during the prairie 

period was insignificant other than some episodic events. 

Typically, the calibration procedure for WEPP starts with flow (i.e., the driving 

mechanism for upland erosion) and continues with the sediment component [Santhi et al., 

2001].  Additional information is needed in the model for key state variables such as the 

effective hydraulic conductivity, critical erosional strength, and residue cover which is 

available for the study site (see Tables 12 and 13 in Abaci and Papanicolaou, [2009]).  

Because the procedural steps for calibrating WEPP have been extensively described in 

the literature [e.g., Flanagan et al., 2007; Papanicolaou and Abaci, 2008; Abaci and 
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Papanicolaou, 2009; Dermisis et al. 2010] an emphasis here has been placed on the 

calibration for CENTURY.  

The plant production sub-model of CENTURY was calibrated to ensure accurate 

inputs of plant material into the soil active layer.  Based on prior studies the CENTURY 

model must be first calibrated using reported ranges of aboveground Net Primary 

Production (NPP) in this region, defined here as the total net carbon stored in above-

ground vegetation (i.e., stems, leaves, grain) [e.g., Chapin et al., 2002].  Having the NPP 

estimated values within the measured ranges was deemed important for ensuring that 

CENTURY incorporates the correct inputs of above-ground C allocation for simulating 

below-ground C allocations and stocks.   

The first step of the calibration process involved the collection of historic corn 

and soybean grain yield data (1930-2010) from Iowa County, where is the study location 

[NASS, 2012].  Yield data were converted to total grain mass and corrected for seed 

moisture, which is commonly assumed to be 15.5% [Lauer, 2002].  Using unique harvest 

indices, defined here as the ratio of grain to total plant mass [Huehn, 1993; Prince et al., 

2001], the grain mass was used to estimate above-ground biomass.  The above-ground 

biomass and grain mass data were then converted to a carbon density, namely NPP, by 

utilizing vegetative carbon contents of corn and soybean plants (i.e., leaves, stems, and 

grain) collected within the study site [unpublished data, Papanicolaou, 2014].  Measured 

values of corn and soybean plant carbon contents were found to be in good agreement 

(correlation above 90%) with reported literature values [Latshaw and Miller, 1924; 

Machinet et al., 2009].  
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A sensitivity analysis revealed that precipitation and temperature data were 

sensitive parameters within the CENTURY plant production sub-model [Xiao et al., 

2004; Schurgers et al., 2011].  For this reason, local climate data from the Williamsburg 

site was used to simulate the time series of NPP from 1930-2010. The simulation period 

was partitioned into the following key crop rotations: CCOMM from 1930 to 1975; CCB 

1976 to 1990; and STC-NTB 1991 to 2010 (see Table 5.1), with soybeans present in 

years 1976-2010, and corn present throughout the entire simulation.  During the 

calibration efforts the reported statewide nitrogen fertilizer application rates for Iowa 

were adopted [NASS, 2012].  

Comparisons of NPP values estimated using the above-mentioned methods and 

simulated NPP from 1930 to 2010 are shown in Figure 5.3. In terms of corn, there is an 

overall upward trend in simulated NPP from 1930 to 2010 which agrees well with the 

estimated NPP values.  During this time period, NPP increases from 350 g C/m2 to 

around 1,400 g C/m2.  Large variability in NPP occurs during CCB management, 

between the years 1980 to 1993, due to reported extreme climatic events, namely 

droughts and flooding [Rosenzweig et al., 2012].   

For soybeans (1976-2010), simulated values increase from 288 g C/m2 to around 

450 g C/m2.  Overall, the simulated and estimated NPP appear to be in an agreement (R2 

value=0.84) for the entire period 1930 to 2010.  
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Figure 5.3 Model Calibration. Local corn and soybean grain yield data, field-measured 

values of vegetative carbon content as well as harvest indices were used to generate 

a times series of estimated aboveground Net Primary Production (NPP) values of 

corn (solid green line) and soybeans (solid blue line) from 1930 until 2010 as well 

as simulated values of corn NPP (green dot) and soybean NPP (blue dot). The 

simulated values of NPP are the average of the upslope and downslope zones 

 

5.4.2 Verification 

To assess the predictive capabilities of the newly developed framework, samples 

(n = 250) were collected from representative field locations in 2005, 2007, and 2010 and 

tested for SOC using an elemental analyzer following methods in Martinotti [1997] and 

Pansu et al. [2001]. Sampling locations were determined based on results from 

Papanicolaou et al. [2009] and literature found in Fox and Papanicolaou [2007; 2008].  
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Factors hypothesized to induce variation of SOC stocks in the study site (e.g., depth, soil 

type, management, gradient) were used to fine tune the sampling locations in both 

eroding and depositional areas.  Comparisons of the measured and the simulated values 

are presented in section 5.5.4.   

5.5 Analysis of Results 

In this section, we present estimates of net erosion/deposition and dry soil bulk 

density generated from WEPP, as well as ER values generated from the ER module for 

the upslope and downslope CVs for the period of 1930-2010.  These estimates are 

generated by accounting for rill and interrill contributions and are utilized to generate, via 

CENTURY, SOC trends where long-term changes in SOC stocks are assessed as a 

function of historic management practices and climatic conditions for 1930-2010.  

5.5.1 Spatial Heterogeneity and Temporal Variability of Net Soil Fluxes 

Figure 5.4i provides a time series of the daily precipitation, color coded with 

simulated daily runoff coefficients (RC) from 1930-2010 to discern the effects of 

rainsplash from concentrated flow on the magnitude and direction of the soil fluxes.  

Figures 5.4ii-5.4iii illustrate the corresponding net erosion and net deposition fluxes for 

the different management practices.   
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Figure 5.4 Time series of simulated runoff coefficient and soil redistribution. A time series 

of simulated runoff coefficients (RC) is shown in Figure 5.4i, with corresponding 

net erosion rates for the upslope (Figure 5.44ii) and downslope (Figure 5.44iii) 

zones of the representative hillslope. The net erosion plots (Figure 5.4ii-5.4iii) are 

color coded with the following corresponding RC intervals (0.00-0.25=green 

diamond; 0.25-0.50=orange triangle; 0.50-0.75=blue square; 0.75-1.00=red circle). 

The time series covers the years 1930 to 2010, reflecting CCOMM, CCB, and STC-

NTB management practices 

The RC values throughout the CCOMM management period (1930-1975) 

averaged 0.18. During the corn production years of the CCOMM rotation (years 1-2), 

however, RC values were found to be 35% higher than years in grass production (years 3-

5 of rotation) despite similar precipitation amounts.  During the CCB management period 

(1976-1990), RCs were highest, averaging 0.30.  The highest RC during this time period 

was during the June flood of 1982 [Heinitz, 1986; Barnes and Eash, 1990], which 

produced a monthly RC value of 0.65.  In the management period of STC-NTB (1991-

2010), RC values dropped to an average of 0.26, as conservation tillage methods become 

prevalent.  However, extreme events during the flood of 1993 had an average RC of 0.46, 

which was almost double the average of the entire period.   
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In CV I (Figure 5.4ii), the net erosion events appeared to be more spread out 

during the CCOMM period comparatively to the CCB and STC-NTB periods.  

Significant erosion events occurred for the CCOMM period in only two of the five years 

of the rotation when corn was grown and attributed to the decreased land cover from 

tillage activities.  The average net monthly erosion for the entire period was estimated as 

0.48 kg/m2/month.  The frequency of erosion events intensified during the CCB period 

due to reduced land cover in each year of the rotation and increased tillage frequency (3 

out of 3 yr for CCB vs. 2 out of 5 yr for CCOMM).  The 1st year of the rotation generally 

experienced the highest net erosion rates because fall tillage events performed after 

harvesting soybeans provided less residue cover than corn [Abaci and Papanicolaou, 

2009].  The average net monthly erosion during the CCB management period was 0.99 

kg/m2/month, which was more than double the CCOMM rates.  The largest net flux for 

the entire simulation period, 25.2 kg/m2, occurred in the CCB period during the recorded 

flood event in June of 1982, where 15 cm of rainfall fell on top of an already wet year 

[Barnes and Eash, 1990].  There was a significant reduction in net erosion rates with the 

introduction of conservation practices in the STC-NTB period, in the form of reduced 

tillage and no-till practices [Abaci and Papanicolaou, 2009].  Overall, during STC-NTB 

management, the soil loss in CV I was found to average 0.21 kg/m2/month, which was 

less than half the average rate during the CCOMM management.  Similar value ranges 

for STC-NTB management have been reported in this region (although the emphasis has 

been in Western Iowa) by Bukart et al. [2005] and Karlen et al. [2013]. 

In the downslope control volume, CV II (Figure 5.4iii), the absolute magnitude of 

net soil fluxes during all management periods was generally less than the magnitude in 
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the upslope CV.  During the CCOMM and CCB periods, deposition events in the 

downslope appeared to “mirror” incoming fluxes from the upslope (Figure 5.4ii), 

suggesting that contributions from the upslope generally exceeded the transport capacity 

of flow in the downslope, where the unit flow power term - defined as the amount of flow 

energy available to mobilize and transport material [Yang, 1973] and expressed in Eq. 

[5.9] through the bed shear stress terms and coefficients as functions of gradient and 

velocity - was lower comparatively to the upslope.  Overall, CV II experienced an 

average monthly net deposition rate of 0.66 kg/m2/month in the CCOMM period.  Net 

deposition events continued throughout the CCB management period, with an average net 

monthly deposition rate of 1.08 kg/m2/month.  This trend was consistent with net fluxes 

from the upslope during the CCB period being twice as much as the fluxes during the 

CCOMM period.  During the STC-NTB conservation management, net soil fluxes in the 

downslope switched from net deposition to net erosion, at an average monthly rate of 

0.11 kg/m2/month.  The considerably reduced supply of incoming material from the 

upslope during the STC-NTB period resulted to a supply limited system in CV II and 

increased mobilization of material derived from the downslope.  Hence, although there 

were still some deposition for certain events, on average, the net flux for each month had 

generally a positive direction (net erosion).  Despite the switch to net erosion, the flux 

rates in the downslope were less than half the rates in the upslope due to the lower unit 

stream power (Eqs. [5.9-5.10]).  What is worth noting is that despite the positive net flux 

in both the upslope and downslope CVs for the STC-NTB period, the average monthly 

flux of material exiting the hillslope for that period was considerably less than the 
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CCOMM and CCB periods due to the effectiveness of the STC-NTB management at 

reducing net erosion overall. 

5.5.2 Bulk Density Spatial and Temporal Variability 

As seen in Figure 5.5, the dry soil bulk density (BD) decreased directly following 

a tillage event, and then increased as cumulative rainfall increased.  The simulated BD 

values ranged between 0.92 to 1.40 g/cm3.  This is in good agreement with observed BD 

values of 0.90 to 1.40 g/cm3, gathered from a collection of past and current research 

conducted within the study site. [Oneal, 2009; Papanicolaou et al., 2015; 

http://criticalzone.org/iml/infrastructure/field-area/clear-creek-watershed]. 

 
Figure 5.5 A time series of simulated daily soil bulk density values for the representative 

hillslope (black line) as determined by the WEPP model. The time series covers the 

period of 1930 to 2010 to reflect initiation of tillage. Field measurements of soil 

bulk density from the study watershed ranged from 0.90 to 1.48 g/cm3, which are 

in good agreement with simulated values (Papanicolaou et al., 2008; O’Neal, 2009) 

The introduction of the moldboard plow spurred inter-annual fluctuations in BD, 

decreasing values from 1.40 to 0.92 g/cm3 during the years in which corn was planted in 

http://criticalzone.org/iml/infrastructure/field-area/clear-creek-watershed
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the CCOMM management period.  The BD increased in the months following the tillage 

events, potentially due to weight consolidation.  In rotation years 3-5 when oats or alfalfa 

was present, the BD increased due to the prolonged absence of tillage events.  During the 

CCB management period, inter-annual variability in BD decreased (1.35 to 1.00 g/cm3) 

as less intensive tillage practices were used in the production of both corn and soybeans, 

and the BD was unable to reach to the maximum values found in CCOMM because the 

CCB rotation did not have long-enough “rebounding” periods.  In year 1 of the 2-yr STC-

NTB management practice, fluctuations in BD ranged from 1.38 to 1.13 g/cm3.  The 

smaller decrease in density was found to be from the reduced spring tillage before corn 

planting [Abaci and Papanicolaou, 2009].  However, in the 2nd year of the rotation, when 

no-till was used for soybean production, the even smaller decrease in BD from 1.35 to 

1.25 g/cm3 was due to disturbance of the soil by the planter, which was less intrusive.  At 

the end of the 2nd year, application of the anhydrous ammonia also caused the BD to drop 

to 1.20 g/cm3. 

Overall, the ~20–40% change in BD supports the need to account for temporally 

updated values of BD in quantifying transport and deposition rates of soil and SOC.  

Similar trends and the need to account for the chronosequence in BD changes have been 

reported in the literature [Lal, 2005; Kuhn et al., 2009; Schwarzel et al., 2011; Celik et 

al., 2012].  

5.5.3 Enrichment Ratio Spatial and Temporal Variability   

Figure 5.6 highlights the time series of simulated ER values for the representative 

hillslope from 1930-2010.  Figures 5.6i and 5.6ii represent material leaving the upslope 

and downslope CVs, respectively, whilst Figure 5.6iii represents material being deposited 
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within the downslope CV.  In all plots, the ER values are categorized into four classes 

corresponding to those used for the precipitation and net erosion plots in Figure 5.4 based 

on the four RC classes.  The plots reveal three key findings: (i) there are distinct 

differences in ER between the upslope and the downslope; (ii) ER varies with event 

magnitude; and (iii) management practices affect the ER.

 

Figure 5.6 A time series of daily simulated enrichment ratios (ER) values of material 

leaving the upslope and downslope zones of the representative hillslope are 

provided in Figures 5.6i-5.6ii, respectively. Figure 5.66iii provides the ER values 

of the material being deposited within the downslope zone, aggregated to the 

monthly time scale. The ER values are broken into corresponding runoff 

coefficients (RC), with RC between 0.00-0.25(green diamond); 0.25-0.50 (orange 

triangle); 0.50-0.75 (blue square); and 0.75-1.00 (red circle) 

 

In the upslope CV (Figure 5.6i), ER values ranged from 0.97–3.25 for all runoff-

generating storms, with the maximum value reducing systematically from 3.25 to 1.2 

from the smallest RC range (0.00–0.25) to the largest RC range (0.75–1.00).  The 
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minimum ER value, on the other hand, was similar for all RC ranges, falling between 

0.97–0.98.  Average ER values followed the same trend as the maximum values, also 

systematically decreasing from 1.27 to 1.00 from the smallest RC range to the largest RC 

range.  The general reduction in ER with increasing RC supports the notion of less 

preferential mobilization of different size fractions at higher flows where general motion 

usually occurs [Papanicolaou et al., 2004].  Under these high flow conditions, the 

composition of the mobilized soil is similar to the composition of the in-situ soil, 

resulting in little to no SOC enrichment of the transported soil.  The results indicated that, 

on average, mobilized material during CCOMM period was 8% more enriched compared 

to the in-situ soil, whereas material mobilized during the CCB and STC-NTB periods 

were only 1% more enriched.   

In the downslope CV, the average ER values under net erosion conditions (Figure 

5.6ii) were generally lower in magnitude compared to their corresponding values in the 

upslope CV.  Like the upslope, the average ER values in the downslope decreased 

systematically with increasing RC range from 1.17 to 0.99.  The smaller ER values in the 

downslope compared to the upslope, highlighted the importance of rainsplash in the 

selective transport of finer material on the upper sections of the hillslope [Nadeu et al., 

2011; Hu et al., 2013].  On the lower hillslope sections, concentrated flow effects, which 

tended to mobilize all fractions, were dominant and overshadowed the effects of 

rainsplash, leading to the smaller ER values.  In the downslope CV, the mobilized 

material during the CCOMM period was only 4% more enriched than the in-situ soil, 

implying that the loss in SOC per unit mass of soil eroded was less in the downslope 

compared to the upslope (for the same initial SOC content).   
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Under net deposition conditions (Figure 5.6iii), material being transported from 

the upslope CV was deposited onto the active layer of the downslope CV.  Deposition 

processes were also selective, but, on the contrary, favored heavier, generally larger size 

fractions.  The deposited fraction was found to be either less or more enriched compared 

to the material being transported, depending on the composition of the deposited 

fractions.  This is seen in Figure 5.6iii, where the range of ER values (from Eq. [5.20]) 

falls between 0.93–1.07.  The depositional patterns in Figure 5.6iii reflect the 

management practices in each period.  There are net-deposition events during the two 

corn production years of the CCOMM period, net-deposition events during each year of 

the CCB period, and net-deposition events every other year of the STC-NTB period, 

reflecting the tillage practices adopted.  The ER values for all the management periods 

suggest that, on average, depositional events resulted in the flux of material that was 3-

5% more enriched into the soil.  This is consistent with the deposition of larger size 

fractions containing finer enriched material in their composition [Nadeu et al., 2011]. 

Overall, the smaller loss in SOC per unit mass of eroded soil in the downslope, 

combined with the relative enrichment of soil in the active layer, tended to promote 

higher SOC per unit mass in the downslope relative to the upslope.  However, since the 

ER is concentration ratio, the actual loss or gain in SOC is dependent on the initial stocks 

of SOC to a large degree [Schiettecatte et al., 2008].   

5.5.4 Effects of Long-Term Changes in LULC on SOC stocks  

Figure 5.7 provides the time series of simulated monthly SOC stocks within the 

upslope and downslope CVs of the representative hillslope from 1930-2010.  The year 

1930 was selected to represent the introductory baseline SOC stock value of 4500 g C/m2 
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supplied from the initialization (represented by the black dot in Figure 5.7) right before 

conversion to agricultural production.  

 
Figure 5.7 Spatial heterogeneity and temporal variability of SOC: A time series of 

simulated values of SOC is provided for the upslope (green line) and downslope (red line) 

zones of the representative hillslope. In addition, the baseline stocks of SOC acquired in 

during model initialization is also plotted (black dot). This figure highlights the variability 

of SOC throughout historic management practices from 1930 to 2010 

In the upslope CV (green colored line), the general trend includes (i) significant 

losses of SOC following conversion to row crop agriculture during the CCOMM period; 

(ii) a “plateaued” recovery period during the CCB management period; and (iii) a 

“rebounding” period during the implementation of current STC-NTB conservation 

practices.  Similar trends have been reported in other assessments of SOC within IMLs 

[Mann, 1986; Owens et al., 2002; Liu et al., 2003; Tornquist et al., 2009; Brown et al., 

2010; Bortolon et al., 2011].  On conversion to row crop production in 1931, there was a 

sharp, initial spike in SOC stocks due the massive supply of organic material delivered to 

the active layer through tillage-incorporation of prairie grasses.  After the spiked flux, 
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there were SOC losses attributed to the combined tillage effects with rainfall/runoff 

erosion events [Stinner et al., 1983; Tivy, 1990].  This is seen in Figure 5.7 with a series 

of “descending staircases” suggesting losses in SOC with time especially throughout the 

CCOMM period.  Residue incorporation rates (i.e., SOC contributions from residue 

decomposition; see Eqs. [5.18], and [B3]) during the period averaged 127 g C/m2/yr, 

while heterotrophic respiration and net erosional SOC losses were 115 and 67 g C/m2/yr, 

respectively.  

During the CCB management period, enhanced crop production rates from 

increased fertilizer usage and genetic seed advancements (see Figure 5.3) began to halt 

the downward trend of SOC stocks.  Residue incorporation rates during this period 

increased to an average of 237 g C/m2/yr, while heterotrophic respiration and net 

erosional losses rose to 131 and 104 g C/m2/yr, respectively.  Overall, SOC stocks kept 

nearly constant despite a punctuated loss of SOC during the 1982 flood event [Barnes and 

Eash, 1990].  

During the STC-NTB management period, the implementation of conservation 

practices further decreased erosion rates, while the adoption of high-yield crop hybrids 

increased plant production such that residue incorporation was greater than the losses due 

to decomposition and erosion, resulting in SOC stock increases.  Here residue inputs 

averaged 247 g C/m2/yr, while respiration and erosional losses were 148 and 29 g 

C/m2/yr.  Loss of SOC due to erosion under STC-NTB was almost 4 times smaller than 

the previous CCB period.  In fact, net erosion fluxes from flooding events in 1993 were 

“dampened”, in part due to the protection offered by increased residue cover from 

conservation (reduced and no-till) practices [Rhoton et al., 2002].  Toward the end of the 
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simulation, SOC stocks appear to approach a new equilibrium value [Six et al., 2002; 

Stewart et al., 2007], building at a rate of 71 g C/m2/yr, which is comparable to increases 

reported by Reicosky [1995]. 

SOC within the downslope net-depositional CV (red colored line) for all periods 

was found to be much higher than the upslope net-erosional CV, which has been reported 

in the literature [e.g., Stavi and Lal, 2011; Du and Walling, 2011; Navas et al., 2012; 

Wang et al., 2015].  Throughout the CCOMM period, the gradient of SOC stocks 

increased as the frequency of deposition events (Figure 5.4iii) and production rates also 

increased starting in the late 1950’s (see Figure 5.3).  Residue incorporation rates during 

this period averaged 196 g C/m2/yr, while heterotrophic respiration was 217 g C/m2/yr.  

Both of these rates were more than double the values found in the upslope.  In addition, 

SOC losses due to erosion in the downslope were minimized, averaging around 4 g 

C/m2/yr, which is over 10 times less than upslope losses.  The average annual stock of 

SOC deposited from CV I contributions was 55 g C/m2/yr.  This finding could have 

major implications to the overall carbon budget of the system as most of the mobilized 

material was not actually exiting the hillslope.  

During the CCB period, the downslope experienced a constant degradation in 

SOC stocks.  Residue incorporation and heterotrophic respiration rates averaged 226 and 

305 g C/m2/yr, respectively.  The rotational switch from grasses to soybean production 

not only decreased organic inputs (less biomass) into the soil, but also enhanced 

microbial activity through increased tillage frequency [Stinner et al., 1983; Tivy, 1990].  

Average SOC losses due to erosion increased to over twice the CCOMM rates at 12 g 



www.manaraa.com

122 
 

C/m2/yr, while fluxes of deposited SOC from CV I contributions decreased to 50 g 

C/m2/yr. 

In the STC-NTB management period, the SOC stock began to slowly build and 

continued to rise, but at a slower rate than the corresponding period for the upslope.  

Residue inputs averaged 291 g C/m2/yr, while respiration losses were 235 g C/m2/yr.  

Erosional SOC losses in the downslope during this period, however, were the highest of 

all periods, matching rates in the upslope at 34 g C/m2/yr.  Deposition of SOC during this 

period was negligible due to the reasons outlined earlier (see section 5.5.1). 

Lastly, Figure 5.7 also provides a comparison of simulated SOC stocks with field 

measured values of SOC from a field site in Clear Creek that exhibit nearly identical 

properties with those selected for the representative hillslope during the simulations 

(green dot represents values from upslope; red dot represents values from downslope).  

The figure shows good correspondence between the measured and the simulated values 

for the representative hillslope.  Field values of SOC in the upslope and downslope zones 

are both increasing over time, with the downslope values higher than the upslope values, 

which is consistent with the simulation and literature reports [e.g., Liu et al., 2003].   

5.6 Discussion and Conclusions 

This chapter offers an improved methodological framework to account for the 

collective effects of soil erosion on SOC redistribution in IMLs by spatially simulating 

the key processes described in this study, taking into consideration monthly-aggregated 

changes in ER and BD.  The framework loosely couples two established process-based 

models, WEPP and CENTURY, to incorporate the effects of the described landscape 

features on SOC stocks.  A newly developed ER-module is used to overcome some 



www.manaraa.com

123 
 

important limitations of WEPP by accounting for (i) textural updates of the active layer, 

(iii) the enrichment of material being deposited on the hillslope, and (ii) explicitly 

considering the effects of splash-driven interrill erosion on ER estimates.   

The framework is applied in Clear Creek to a representative hillslope that is 

discretized into two CVs, namely an upslope net-erosional zone and a downslope net-

depositional zone, to simulate spatial and seasonal changes in SOC stocks due to 

historical long-term changes in LULC (Table 5.1).  Figure 5.8 summarizes the simulation 

results, illustrating the effects of management practice and hillslope location on changes 

in net soil fluxes, ER, BD, and associated SOC stocks.  In the figure, the hollow arrows 

represent net soil fluxes, where net erosional fluxes are oriented in the downslope 

direction and net depositional fluxes are oriented vertically downward into the soil active 

layer. The sizes of the arrows represent the relative magnitudes of the fluxes; larger 

arrows indicate greater fluxes (and vice versa).  SOC symbols with an upward arrow 

represent gains in SOC stocks whilst a downward arrow represents loss in SOC stocks. 

For ER and BD, the sizes of the symbols represent the relative magnitudes of the 

quantities. 

During the CCOMM and CCB management periods, erosion fluxes from the 

upslope were generally higher than erosion fluxes from the downslope due to a greater 

supply of material from the upslope to the downslope resulting in a reduced capacity of 

flow to mobilize material in the downslope.  On the contrary, during the STC-NTB 

period, erosion fluxes from the upslope were lower than the fluxes from the downslope 

since the supply from the upslope was greatly reduced and the flow in the downslope had 

a higher capacity to mobilize material.  The average deposition rate was largest during 



www.manaraa.com

124 
 

the CCB period due to the highest supply of material from the upslope, attributed to the 

greater tillage frequency and the lower soil cover.  The deposition rate was smallest 

during the STC-NTB period due to the least supply of material from the upslope 

attributed to the effectiveness of conservation practices.  

 
Figure 5.8 Summary of changes in Net Soil Fluxes, BD, ER, and SOC with Management 

Practice and Hillslope Location. Red arrows represent net erosional fluxes; green 

arrows represent net depositional fluxes, brown arrows represent changes in SOC 

stocks, and the ER and ΔBD symbols represent the enrichment ratios and changes 

in soil bulk densities respectively. Sizes of arrows/symbols reflect the relative 

magnitudes of the quantities. For changes in SOC stocks, up arrows indicate gains 

in SOC while down arrows indicate SOC loss 

There was a clear distinction in simulated ER values between the upslope and the 

downslope.  Net erosion fluxes exiting the upslope were consistently more enriched 

comparatively to net erosion fluxes from the downslope, suggesting that, under the same 

initial SOC stocks, SOC losses per unit eroded soil mass in the upslope would be greater 

than SOC losses per unit eroded soil mass in the downslope.  The higher ER values in the 
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upslope were attributed to the relatively more important role of rainsplash (associated 

with greater selective transport of finer material) on the upper sections of the hillslope 

comparatively to the lower sections, where concentrated flow effects were more 

important.  Enrichment of eroded material was largest during the CCOMM period due to 

rainfall/runoff events with low runoff coefficients that preferentially transported finer 

fractions.   

The simulations also highlighted the importance of accounting for the enrichment 

of the soil active layer in the downslope through the preferential deposition of larger size 

fractions containing finer enriched material in their composition.  On average, deposited 

material was 3-5% more enriched than the mobilized material from where it deposited.  

Furthermore, the ER values of material eroded from the downslope were generally close 

to 1 as the dominant erosion processes and updated soil textures were such that mobilized 

material was just as enriched as soil in the active layer.  This finding has implications on 

the fraction of the enriched OC material that gets delivered into the stream under different 

management practices [Dalzell et al., 2007].   

The fluctuations in BD were greatest during the first two years of the CCOMM 

rotation due to the use of the moldboard plow, which was the most intrusive tillage 

implement.  The lowest BD fluctuations were observed during the STC-NTB due to the 

conservation practices adopted.  Overall, the changes in BD during the simulation ranged 

between 20–40%, supporting the need to account for temporally updated values of BD in 

quantifying SOC fluxes. 

The trends in SOC stocks differed between hillslope locations.  In the upslope, 

SOC stocks declined during the CCOMM period due to intrusive tillage activities and 
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high erosion rates, but increased during the CCB and STC-NTB periods.  The increase 

during the CCB period despite the highest erosion rates was due to enhanced crop 

production rates from increased fertilizer usage and genetic seed advancements.  The 

continued increase during the STC-NTB period was also due to the lower erosion rates 

stemming from conservation tillage practices.  In the downslope, SOC stocks increased 

during the CCOMM period due to net deposition and increased crop production.  During 

the CCB period, however, the stocks decreased despite the high deposition rates due to 

reduced organic inputs from soybean and increased heterotrophic respiration from 

increased tillage frequency.  SOC stocks increased during the STC-NTB period despite 

the greater erosion rates from the zone due to reduced heterotrophic respiration rates from 

conservation tillage and increased crop production rates. 

Overall, the simulated SOC trends were in agreement with measured trends and 

values from a field site in Clear Creek that exhibited nearly identical properties with 

those of the representative hillslope used for the simulations (Figure 5.7).  The field 

values of SOC in the upslope and downslope are both increasing over time, with the 

downslope values higher than the upslope values, which is consistent with the simulation 

results and literature reports [e.g., Liu et al., 2003; Wang et al., 2015].   

As with any framework, there are some caveats associated to the approach 

considered herein.  First, in our analysis we assumed that the soil composition of the 

active layer in 1930s is similar to the composition of the current active layer.  This may 

not be the case in certain regions of the under investigation watershed where significant 

soil degradation may have occurred yielding the removal of the A horizon.  A recent 

hydropedologic study by Papanicolaou et al. [2015] has shown that the steeper areas in 
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Clear Creek with gradients higher than 5% may experience significant degradation 

resulting in significant coarsening of the top soil. 

Second, the framework considers fixed size fractions estimated from empirical 

relationships developed by Foster et al. [1985].  For our site, this produced size fractions 

with median diameters ranging from 0.002–0.48 mm.  In reality, however, there may be 

larger size fractions or aggregates enriched in SOC [Di Stefano and Ferro, 2002; Zheng et 

al., 2012] whose mobilization and deposition could impact SOC dynamics on the 

hillslope as they offer further protection to the organic matter trapped within their 

structure [Berhe et al., 2012].  Furthermore, it is assumed that the median diameters of 

the size fractions do not change under either the impact of rainsplash or hydraulic shear, 

or as they travel downslope.  This may not be the case, as mobilized fractions may break 

down or grow in size due to mechanical, chemical, or biological processes.   

Third, it is assumed that a fixed fraction (20%) of the mobilized SOC is oxidized 

during transport.  However, according to Lal [2006], the actual magnitude of oxidation 

may be dependent on the composition of the organic matter.  Uncertainty in the estimate 

is reflected in the broad range of fractions proposed in the literature [e.g., Beyer et al., 

1993; Lal, 1995; Schlesinger, 1990; Jacinthe and Lal, 2001; Smith et al., 2001]. 

The framework also adopts the concept of flow transport capacity which is 

embedded in WEPP as a means of determining whether or not net erosion or net 

deposition occurs.  Under net erosion, the framework assumes that there is no deposition, 

whereas under net deposition it assumes that there is no erosion.  However, in nature, 

erosional and depositional processes occur simultaneously and so the soil active layer 

continually loses and gains SOC during rainfall/runoff events in both erosional (upslope) 
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and depositional (downslope) zones [Cao et al., 2012].  This effect may be particularly 

important in the depositional zone, where material flux from the upslope could be 

deposited onto the active layer even when the transport capacity formula suggests that 

there should be net erosion.   

Fifth, we assume that residue is uniformly distributed across the hillslope and 

does not simulate the mobilization and downslope transport of residue by runoff.  The 

impact of residue redistribution on the landscape on SOC dynamics between the erosional 

and depositional zones is thus not accounted for [Thompson et al., 2008].  Lastly, the 

framework does not account for organo-mineral complexation phenomena, which appear 

to affect SOC storage differently in erosional and depositional zones [Berhe et al., 2012].  

More research is however needed on this front to shed some light on the actual role that 

complexation plays in the persistence and storage of SOC in the two zones.   
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CHAPTER 6. CONCLUSIONS AND IMPLICATIONS FOR FUTURE RESEARCH 

The primary objective of this research was to develop a landscape-oriented, 

process-based approach that can enhance understanding and prediction of SOC fluxes in 

IMLs by incorporating the key mechanisms impacting soil carbon dynamics when 

moving from the soilscape to the landscape.  The mechanisms that are considered to be 

the focus of this study are redistribution of SOC due to erosion and deposition without 

neglecting the importance of litter incorporation into the soil column, decomposition due 

to microbial activity, and physical and chemical stabilization of carbon (see section 6.1).  

To accomplish this objective, several goals were considered.   

 Goal 1: Identify the dominant mechanisms impacting soil carbon dynamics in 

IMLs and how they vary in space and time 

 Goal 2: Understand how management and hillslope position affect the selective 

entrainment of soil size fractions and their corresponding carbon content to 

provide  enrichment ratios 

 Goal 3: Understand the role of soil aggregates on carbon storage and how 

aggregate stability is related to both management and hillslope position  

 Goal 4: Develop a landscape-oriented modeling framework that can capture SOC 

spatial heterogeneity in IMLs  

 Goal 5: Use the developed modeling framework to determine the impacts that 

redistribution has on SOC dynamics  

This chapter provides a summary evaluation of the above goals (sections 6.1-6.4 

below) with each section reflecting upon the limitations of the methods used in this study.  

The final section concludes this dissertation by providing suggestions concerning future 

research efforts and the implications arising from this work (section 6.5).    
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6.1 Dominant Mechanisms Impacting SOC in IMLs (Goal 1) 

There are four dominant mechanisms impacting SOC stocks in IMLs:  

 (M1) redistribution of SOC through tillage- and rainfall/runoff-induced erosion;  

 (M2) litter incorporation into the soil active layer through tillage events;  

 (M3) microbial decomposition and heterotrophic respiration; and  

 (M4) stabilization into more recalcitrant forms of SOC, which includes both 

chemical and physical stabilization in aggregates.  

Mechanisms M1 (SOC redistribution) and M2 (litter incorporation) are high 

amplitude, low-frequency processes comparatively to M3 and M4.  Essentially they are 

episodic, resulting from higher intensity storm events and scheduled tillage events.  M3 

(respiration) is a continuous, or high frequency process that it can experience high 

amplitude, episodic fluctuations due to discrete tillage and fertilizer events, as well as 

pulse changes in the soil microclimatic, like with a rain event.  The M3 term is null 

during dormant conditions.  Mechanism M4 (stabilization) is a high-frequency but low 

amplitude process, resulting from biogeochemical cycling in the soil and it is a function 

of the carbon residence times.  

The redistribution mechanism M1 is the centerpiece of this dissertation, as it has 

not been incorporated correctly in numerical modeling frameworks, and as a result these 

frameworks fail to capture the dynamicity occurring in IMLs.  Redistribution includes the 

selective mobilization, transport and deposition of material along a downslope flow 

pathway.  Furthermore, the landscape and biogeochemical characteristics change along 

the flow pathway leading to upslope interrill areas dominated by rainsplash which in turn 

deliver material to more concentrated flow networks, namely rills and gullies.  To assess 
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accurately SOC fluxes within IMLs, information on the availability and selective 

entrainment of different soil size fractions (e.g., aggregates) and their corresponding 

carbon contents are needed.  

6.2 Enrichment Ratio and the Role of Aggregates (Goal 2)     

Field experiments were performed to address Goal 2 of this dissertation, which 

examines how selective entrainment of different soil size fractions, quantified through the 

enrichment ratio (ER), varies with management and hillslope position.  The 

methodological design of the ER experiments consisted of a dual-level approach that 

assessed both static and dynamic size class availability.  The static size classes are those 

that exist before a runoff event, while the dynamic size class pertains to those that are 

mobilized by the rainsplash and runoff.  The ratio between these values comprises the 

enrichment ratio.  The results of these ER experiments suggest a unique correspondence 

between the fractions, management, and hillslope position.    

Differential modes in soil mobilization between rill and interrill areas were either 

elevated or dampened depending on the prevalent management practice, the gradient of 

the site and landscape position.  Sites where sediment and runoff fluxes were highest 

were found to have lower ER values (around unity) due to the mobilization of all size 

classes making static and dynamic samples almost identical.  This was best seen in areas 

under conventional tillage or in areas where the crop rows followed parallel to the main 

flow pathways.  Lower runoff and sediment fluxes found in areas under conservation 

tillage where the crop rows ran perpendicular to the flow pathways fluxes or in restored 

grasslands, conversely had higher ER values due to selective size fraction mobilization 

by low flow conditions.  The contour tillage provided large oriented roughness which 
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restricted the flow of material in the downslope, which behaved similar to the vegetative 

canopy found in the restored grassland.    

The size fractions analyzed in these experiments were found to have varying 

levels of carbon associated with them, especially the larger aggregates, which encapsulate 

organic material.  For this reason, we looked more closely at the role of aggregates in 

IMLs, specifically identifying how aggregate stability varies with respect to management 

and hillslope position, through controlled experiments.   

6.3 The Role of Soil Aggregates and their Stability in Carbon Storage (Goal 3)     

Size fractions analyzed in the ER experiments were found to have varying levels 

of carbon associated with them, especially the macroaggregates.  Neglecting them in 

transport estimates could lead to large errors in predicted fluxes of SOC.  In the next set 

of experiments, we looked at the composition and stability of the soil aggregates and how 

these characteristics are affected by the land management and the hillslope location 

where they are found.  For these experiments we focused on the small macroaggregates 

(0.25 – 2.00 mm) as they were found to be most reflective to changes in management.  A 

systematic methodology was developed to understand better the drivers of the aggregate 

stability.  This methodology used both dry size distributions to reflect tillage disturbance 

and aggregate stability for rainsplash effects.    

Aggregate stability was highest in grassland sites and these soils tended to have 

the larger sizes for this aggregate class, which was expected.  However, comparable 

values were also observed in agricultural sites that practiced conservation sites and 

especially the contour ridge tillage.  In both environments, enough time had passed 

between disturbances to allow the aggregates to grow and stabilize.  The sites under 
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conventional tillage, due to a more constant frequency of disturbance, had less stable 

aggregates, which tended to be on the smaller end of the spectrum of the small 

macroaggregates.  

Aggregate stability was also a function of hillslope position as the coarser size 

fractions were found at the top of the hillslopes, while the bottom positions were more 

prevalent in the smaller fractions.  This could be attributed to the preferential removal of 

finer fractions from eroding portions of the hillslope and their deposition at the toe.  The 

same pattern was observed with aggregate stability.  The stability was higher in the 

eroding sections (crest, midslope) of the hillslope when compared to depositional 

toeslope.  The coarser particles which remain behind have more time to stabilize. 

6.4 Numerical Modeling Framework (Goals 4 & 5) 

The remaining goals of this dissertation were to develop a landscape-oriented 

modeling framework that captures not only the SOC spatial heterogeneity in IMLs (Goal 

4) but also determines the impacts that redistribution has on this heterogeneity and 

ultimately on SOC dynamics (Goal 5).  The integrative modeling framework considers 

the collective effects of both rainsplash/rainfall- and tillage-induced erosion on SOC 

redistribution in IMLs.  The ER-module was developed and woven within this framework 

to connect an upland erosion model with a soil biogeochemical model.  It provides not 

only size fraction updates to the active layer and ER values, but also explicitly considers 

the effects of splash-driven interrill erosion on those ER estimates.   

Clear distinctions were identified between the simulated upslope and downslope 

ER values.  Net erosion fluxes from the upslope were consistently more enriched in an 

absolute sense (or equivalently depleted) comparatively to net erosion fluxes from the 
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downslope.  This suggests that under the same initial SOC stocks, SOC losses per unit of 

eroded soil mass in the upslope would be greater than the corresponding SOC losses in 

the downslope.  The higher ER values in the upslope were attributed to the relatively 

more prominent effects of rainsplash, which is associated with greater selective transport 

of finer material.  The toeslopes are more affected by concentrated flow effects than the 

upper sections of the hillslope.  ER values of material eroded from the downslope were 

generally close to unity (1.00) suggesting that the mobilized material had similar carbon 

contents as the soil in the active layer.  This finding has implications on the fraction of 

the enriched material that gets delivered into the stream under different management 

practices [Dalzell et al., 2007].   

It becomes apparent that management plays a significant role in SOC dynamics 

when looking at the historic time series of local practices and climatic conditions. Less 

intensive practices were shown to have lower runoff coefficients.  The lower runoff 

volumes preferentially entrained and transported finer fractions, thereby leading to higher 

ER values.  Overall, the simulated SOC stocks were found to agree well with measured 

values from a field site in Clear Creek that exhibited nearly identical properties with 

those of the representative hillslope used for the simulations.  Both the simulated and 

measured field values of SOC in the upslope and downslope areas are both increasing in 

recent times.  This is a positive reflection of the role that conservation plays in building 

SOC stocks, which has a positive effect on soil health and functionality.  This is sorely 

needed in a time where we are facing food security issues under a series of market and 

climate variability. 
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6.5 Future Research 

The enrichment ratio experiments are limited to an event-based scale, but they do 

provide dynamic (steady and unsteady) ER values that embody changes in microclimate 

and geomorphic evolution of the landscape surface.  These experiments allow for 

controlled testing to isolate the key drivers impacting the selectivity of size fraction 

mobilization (e.g., rainfall intensity, gradient, tillage).  Future experiments could be 

designed to identify how a sequence of rainfall events impacts the ER.  In tandem with 

the simulations, runoff collector units could be placed in a variety of fields and hillslope 

locations to capture natural soil and SOC fluxes, thus providing time-aggregated 

estimates of ER.    

Aggregate stability values were found to differ with respect to management and 

position. The rainfall simulators provided a controlled and reproducible forcing of the 

applied raindrops. More samples are needed that capture a diverse set of gradients and 

tillage intensities.  In addition, relationships need to be identified between stability and 

levels of pH, texture, organic matter, and microbial biomass to simulate aggregate 

breakdown and assess aggregate dynamics (changes over time) for a variety of practices 

and gradients.  More research is also needed to assess soil wetting-and-drying cycles and 

the impact of water table fluctuations.   

Overall, this study, although limited at the hillslope scale, provides some insight 

on the impact that human perturbations (management) have on the degradation of SOC 

stocks.  To assess the impact of management on SOC budgets at a larger scale where 

policy must be made (e.g., watershed), more detailed representation of the landscape and 

the inherent heterogeneous features is needed.  High-resolution elevation data, like from 
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repeated LiDAR flights, could be incorporated into future modeling efforts to identify 

flow pathways more precisely, as well as track the geomorphic evolution of the landscape 

stemming from a sequence of erosion or deposition events [Young et al., 2014].  In this 

case, flow pathways and connectivity of the landscape with neighboring units must be 

considered.  Future research should more explicitly account for the role of the drainage 

network on SOC storage as the eloquent work of Liu et al.[2011] has shown may play a 

significant role in SOC stocks as well as the role of exchanges between soil and 

atmosphere in IMLs. 
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APPENDIX A: SURFACE/SUBSURFACE FLOW FORMULATION 

During a storm event, runoff is routed along the downslope of sequential control 

volumes (CVs) using the kinematic wave equation: 

liiiji qqh  ,,          [Eq.A1a] 

where i denotes space; the CV element i; j denotes time; [,] denotes first order 

derivative; h is the flow depth (m) within CV i; q  is volumetric flow discharge per unit 

width (m2/s) in CV i; and 
lq  is a source term, a volumetric flow discharge, which 

incorporates the lateral (l) inflow rate of excess rainfall (m/s) to the CV, defined as: 

iili frq           [Eq. A1b] 

where r is the rainfall rate (m/s); and f is soil infiltration rate (m/s).  In Eq. [A1a], the 

LHS term q , is estimated using a typical power law, depth-discharge relation:  

3/2hq           [Eq. A2] 

where α is the kinematic depth-discharge coefficient determined as oSC ; C is the 

Chezy roughness coefficient; and So denotes the spatially average surface gradient of the 

CV.  The infiltration rate of the active layer, f, in [Eq. A1b], is determined using the 

modified Green-Ampt equation to account for the effects of management and land use on 

flow partitioning through the inclusion of the effective hydraulic conductivity term:  

ei

i

ii
jii K

F

F
Ff













 
 d

,


       [Eq. A3a] 

where   is the average capillary potential (m); d is the soil moisture deficit (m/m); eK  

is the effective hydraulic conductivity (m/s) that accounts for the collective effects of 
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surface roughness and developed crust, tillage, raindrop impact, as well as canopy and 

residue cover within CV i [Kidwell et al., 1997] ; and F  is the cumulative infiltration 

depth (m), which is iteratively determined by applying the Newton-Raphson method to 

the equation: 
















d

d
Ψ

1lnΨ



F

DTKF e        [Eq. A3b] 

where DT is a time period (s).  All terms in Eqs. B1-B3 are written for the CV element i.  
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APPENDIX B: SOC DECOMPOSITION FORMULATION  

In CENTURY, the mass of SOC that is decomposed per unit area during a period 

DT , 
ACTsocD , and within the active layer (g C/m2), or rate of decay, is approximated by a 

multiparametric equation [Parton et al., 2007] (assumption 3):   

 

      DTTILLTEXCDIANERBKSOCD
j

iACTACTACTACTsoc
j

iACT
j

isoc ACTACT

11 


 
[Eq. B1] 

where   1j

iACTSOC  is the stock of SOC (g C/m) present within the active layer of CV i at 

time j-1, 
ACTSOCK is the maximum, equilibrated SOC decomposition rate (1/yr); 

ACT
ANERB  is a coefficient that adjusts 

ACTSOCK  due to anaerobic conditions and oxygen 

availability (-), which are dictated by the soil drainage, or downslope saturation; 

ACTCDI  the Climatic Decomposition Index, a correction coefficient that adjusts 

ACTSOCK  for seasonal changes in temperature moisture (-); ACTTEX is a coefficient that 

accounts for soil texture effects on
ACTSOCK (-); and ACTTILL is a multiplier effect for 

enhanced 
ACTSOCK  following tillage under different management practices (-). 

[94] In a similar manner, the decomposition of residue,
ACTsReD , within the active layer (g 

C/m2) is expressed as:  

      DTTILLCDIANERBKLD
j

iACTACTACTsRe
j

iACT
j

isRe ACTACT

11 
    [Eq. B2] 
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where ACTL  is the stock of soil residue within the active layer (g C/m2); and 
ACTResK is the 

maximum, equilibrated residue decomposition rate (1/yr). 

A portion of the decayed stocks in Eqs.[B1-B2] can be stabilized into more decay-

resistant forms of SOC within the soil active layer based on soil texture, prevalent C/N 

ratio, and residue lignin content [Sorenson, 1981; Van Veen et al., 1984; Holland and 

Coleman, 1987].  The portion transferred to the more decay-resistant pools is what we 

define herein as “stabilized SOC” with the recognition though that this term has been 

presented in the literature in different ways somewhat inconsistent [Berhe and Kleber, 

2013].  Taking into account these factors, the amount of SOC stabilized, 
ACTSOCSTAB , in 

the active layer (g C/m2) is expressed as (assumption 8): 

      j

iRessRe
j

iSOCSOCsDReSOCD
j

iSOC ACTACTACTACTACT
DfDfSTABSTABSTAB   [Eq. B3] 

where SOCf  is the fraction of decomposed SOC that is stabilized (values found in Parton 

[1987]); and sRef  is the fraction of decomposed residue that is stabilized as SOC based 

on lignin availability [Melillo et al., 1984].  Lastly, the portion of decayed stocks that is 

not stabilized within the soil is lost from the active layer in the form of CO2, defined here 

as heterotrophic soil respiration (g C/m2), 
ACTHetR , and expressed as:  

        j

isResRe
j

iSOCSOCsReHetHetSOC
j

iHet ACTACTACTACTACT
DfDfRRR  11  [Eq. B4] 
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APPENDIX C. KINTEC ENERGY OF RAINDROPS FOR SMAGG RUNS 

The terminal velocity of an individual raindrop, vti (m/s) was approximated using 

the methods of Atlas et al. (1973) and Kathiravelu et al., (2016): 

𝑣𝑡𝑖 = 9.65 − 10.3 exp(−0.6𝐷𝑖)      (Eq.C1) 

where Di is the diameter of a raindrop i (mm).   

The kinetic energy (KE) corresponding to this distribution of raindrops was 

estimated using a collection of equations from Begueria et al. (2015):  

𝐾𝐸𝑖 =
1

2
𝑚𝑖𝑣𝑡 𝑖

2          (Eq.C2a) 

𝑚𝑖 = 𝜌𝑖𝑉𝑖         (Eq.C2b) 

𝑉𝑖 =
4

3
𝜋 (

𝐷𝑖

2
)

3

         (Eq.C2c) 

where mi is the mass of raindrop i (kg), ρi is the density of raindrop i (kg/m3), and Vi is 

the volume of the raindrop i (m3) which assumes a spherical shape.   

To determine the size distribution of the raindrops, , the methods identified in 

Elhakeem and Papanicolaou (2009) were used to determine the number of raindrops 

found per unit volume of rainfall, ND, as a function of the raindrop diameter, Di: 

𝑁𝐷 = 𝑁0 exp(−𝛬𝐷𝑖)        (Eq.C3a) 

𝑁0 = 8000         (Eq.C3b) 

𝛬 = 4.1 ∗ 𝑅−0.21        (Eq.C3c) 
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where NO is the value for ND when Di = 0; and R is rainfall intensity (mm/hr).   
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APPENDIX D. PRE-PROCESSING STEPS FOR SEDIGRAPH ANALYSIS 

Below is a summary of the processing steps used for the sediGraph [Bettis, personal 

communication; Figure 3.6]: 

 Grind the dry sample and sift through #10 (2mm) sieve 

 Place approximately 5g of the sample into a 100-mL beaker, and record weight  

 Add the following to the 100mL beaker: 

o Distilled water to the 50mL mark 

o 5mL hydrogen peroxide (30%) 

o 2.5mL acetic acid (1%) 

 Cover the beaker with a watch glass and let the sample digest overnight (or until 

reaction is complete) 

 Samples high in organics may require additional treatment with hydrogen peroxide 

(add in 5mL increments until all organics are removed) 

 Bring the total volume of the beaker up to 75mL with distilled water 

 Put the beaker on a hot plate at 500°F (260°C) and boil the sample until the total volume 

reaches 40mL (this will take about 2 hours).  Beware the darker/organic rich samples 

as they may boil over.   

 Wet sieve the remaining sample into a pre-weighed 250mL beaker with distilled water 

using a #230 (63um) sieve 

 Wash the remaining sand fraction with distilled water into a pre-weighed 100mL 

beaker  

 Dry the samples overnight in the oven 

 Cool the sample and reweigh to determine the non-carbonate silt and clay fraction and 

the percent sand 

 Add 80mL distilled water and 1mL dispersant to samples and allow to disperse.  Be 

careful to maintain at least a 3% concentration or the SediGraph will not be able to 

analyze the sample; adjust the amount of water added accordingly) 

 Allow to sit for two hours and check for flocculation 

 Transfer the sample to a 6oz glass bottle and place on shaker table overnight- low 

setting DO NOT touch knob 

 Remove the bottle from the shaker table 

 Allow to cool 

 Check for flocculation 

 Run sample 
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